An induced seismicity experiment across a creeping segment of the Philippine Fault
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Abstract. The location of seismicity induced by forced fluid flow provides information about domains of pore pressure variation, while changes in fluid content are identified through changes in seismic velocity. These effects have been investigated in the geothermal field of Tongonan, which lies on a creeping portion of the Philippine Fault on Leyte Island. Locally, the left-lateral strike-slip Philippine Fault branches out into three subparallel segments (Eastern, Central and Western Fault Lines). In June-July 1997, a water stimulation was undertaken in a well that intersects the Central Fault Line 1980 m below ground surface; 36,000 m³ were injected between the casing shoe at 1308 m and the well bottom at 2177 m. The seismicity was monitored with a surface station network of 18 stations. More than 400 events, induced by the injection experiment as well as by routine injections associated with the geothermal field exploitation, were recorded in the vicinity of the well. They have been located through a simultaneous three-dimensional (3-D) velocity-hypocenter inversion procedure. None of the microearthquakes are located along the Central Fault Line, they all occurred below the casing shoe to the east of the fault line, i.e., within the geothermal reservoir and mostly below the bottom of the well. Results from the injection experiment and the 18 months of seismic monitoring along the Central and West Fault Lines suggest an aseismic behavior of this major continental fault at this location. The 3-D velocity model, determined from the travel time inversion for seismic events observed during injections, is compared to that obtained from seismic monitoring conducted prior to any injection activities. An increase of P wave velocity is observed during the water injection. This velocity increase is localized within the seismicity cloud and is interpreted as an increase in liquid content within the initial liquid-vapor multiphase part of the reservoir.

1. Introduction

In June 1997, a large water injection experiment was undertaken across a segment of the Philippine Fault on Leyte Island, at the Tongonan geothermal field (Figures 1a and 1b). The Philippine Fault is a major left-lateral strike-slip fault located behind a subduction zone. It extends over 1200 km through the whole Philippine archipelago [Allen, 1962; Fitch, 1972; Barrier et al., 1990]. Geological observations and kinematic analysis yield a shear displacement rate of 2 to 2.5 cm yr⁻¹ for the fault [Barrier et al., 1991]. Repeated Global Positioning System (GPS) measurements conducted in between 1991 and 1995 have shown that the fault creeps at a rate of 3.5 cm yr⁻¹ [Duquesnoy, 1997] on the northern Leyte segment of the Philippine Fault (11°05'-11°30'N). The geothermal field is located where the fault intersects a volcanic arc (Figure 1b). On site, the fault zone is divided into three main parallel vertical segments (at least down to 2.5 km, as shown by seismic profiles); they are referred to the Eastern, Central, and Western Fault Lines (Figure 1c). Six GPS campaigns conducted across the West and Central Fault Lines between 1991 and 1997 have shown that locally the fault creeps at a rate of 2.4 cm yr⁻¹ [Duquesnoy et al., 1994; Duquesnoy, 1997; Bacolod, 1999]. Although no large historical seismic event has been observed in the northern part of the island (11°05'-11°30'N), one event with magnitude 5.4 occurred on May 17, 1993, in the vicinity of the central section of the fault (Figure 1b). A
few moderate events with magnitude close to 6 have occurred since 1980 in the southern section (10°-10°30'N).

For the last 10 years, the Tongonan geothermal field has been extensively developed, and large amounts of brines, generated by the exploitation, have to be reinjected. For that purpose, a few boreholes were drilled in between the Western and Eastern Fault Lines. These were found to be impervious. One of these wells was selected to conduct a hydraulic stimulation experiment. A characteristic of the selected nonvertical well is that it intersects one branch of the central fault. The concept of the experiment was to slowly build up the injection flow rate so as to stimulate, by shearing and cooling, the preexisting fractures intersected by the well [Cornet and Jones, 1994; Cornet et al., 1997]. Prior to this injection a surface seismic network was installed in order to monitor any induced seismic activity.

After a short description of the injection experiment and of the seismic monitoring system, this paper presents the results of the induced seismicity analysis. Local earthquake travel times recorded during the experiment period are inverted in order to simultaneously obtain the three-dimensional (3-D) velocity structure and the location of hypocenters. Precise relocations of seismic events are analyzed in terms of domains of pore pressure variation in the vicinity of the fault. Results of the 3-D velocity structure variation with time are discussed in terms of fluid content changes and temperature perturbations caused by injections. Finally, a mechanism for interpreting the observed seismicity is discussed.

2. Injection Experiment

A large hydraulic injection experiment has been undertaken in well MG2RD (Figures 1c and 2). This deviated well was selected because it intersects the Central Fault Line ~1080 m below ground surface according to geological interpretation (Figure 3; depths are hereinafter referred as meters below ground surface: m bgs). The intersection with the fault was confirmed by a thermal discontinuity, observed on a thermal log conducted just after drilling (Figure 4). The wellhead is located 260 m above sea level, while the bottom of the well is located 2177 m bgs to the east of the fault [Bondocoy, 1993]. The borehole is cased down to a depth of 1308 m bgs. Below this depth, the slotted liner section (perforated pipe allowing inward and outward flow) intersects the Mahanagdong Claystone (MC) and then penetrates the Mahiao Sedimentary Complex (MSC) after it has crossed the central fault. The Mahanagdong Clay-
Figure 2. Injection flow rate, wellhead pressure, and level of microseismicity monitored during June-July 1987 for the injection experiment in well MG2RD and for the injection tests in wells MG15D, MG20D, MG21D, MN1, MN2RD, and MN3RD. The increase in flow rate, for MG2RD, is followed by the increase in wellhead pressure and seismicity level and suggests that induced seismicity results from a pore pressure increase. The two short peaks, observed before and after the MG2RD injection, correspond to pumping tests for the experiment.

A survey conducted in the well before the injection experiment has shown that the well has a diameter reduction from 12.7 to 8.9 cm at around 1880 m bgs, i.e., slightly above the depth where the borehole intersects the Central Fault Line. It was hoped that below this depth, the liner was still open at its nominal diameter.

The goal of the injection experiment was to stimulate, by shearing and cooling, the preexisting fractures that
**Figure 3.** Cross section of well MG2RD (direction NNE) that crosses the Central Fault Line 1980 m below ground surface. The well intersects an andesitic formation (MF), a thick sequence of predominantly fine clastics (MC), and a sedimentary conglomerate (MSC) after it has crossed the fault (modified from Delfin et al. [1995]). Stratigraphy and isotherms were deduced from borehole loggings. Vertical depths (meters) are reported with respect to sea level.

Intersect the well in the MSC formation. The injected fluid was river water at a temperature of 25°C. Starting on June 19 with a flow rate of 10.6 L/s for 24 hours, the flow rate was increased by 10.6 L/s increments every other day (Figure 2) so as to reach 53 L/s after 8 days of pumping. Because of the pumping capacity and the wellhead characteristics the flow rate had to be kept constant at 53 L/s during the last 4 days of the test. The stimulation ended on June 30 with a total injected volume estimated at 36,000 m³.

After 11 days of pumping, the well was closed for 24 hours. Then, it was opened and logged with a Kuster tool (pressure and temperature gauges) during the flow back (from 1850 m bgs just above the liner reduction). The temperature log (Figure 4) shows that the temperature was drastically reduced by the injection over the entire length available for logging (~75°C). The lowest temperature (71°C) is found at the maximum accessible depth and demonstrates that most of the flow reached below this depth into the Mahiao Sedimentary Complex. The thermal anomaly, which occurred during injection and is identified between 1400 and 1500 m bgs, is a small inflow associated with minor losses within the Mahanagdong Claystone.

For exploitation purposes and independent of our experimentation, injection tests were conducted in six wells in the vicinity of MG2RD. In particular, two wells, MG15D and MG20D (Figure 1), have been sporadically used, starting on June 25, without any flow rate and wellhead pressure monitoring. Then a regular injection program started, on July 5, in the six wells, MG15D, MG20D, MNI, MN2RD, MN3RD, and MG21D. Initially, large injection flow rates (up to 127 L/s) have been imposed. Yet they have been associated with only small wellhead pressures (up to 1.5 MPa), a feature which demonstrates the initial high permeability of these wells. The flow rates and wellhead pressure are summarized on Figure 2. For later use in the paper, we need an evaluation of a lower bound of the total injected volume. In this respect, it is safe to assume that during the June 25 to July 5 period, the injection flow rate for wells MG15D and MG20D was larger than 1/4 of that used during the July 5-15 period. Consequently, the total injected volume in these wells, during the entire experimental period (June 25 to July 15), has been estimated at 327,000 ± 20,000 m³. It is worth mentioning that a large decline of the injection flow rate capacity was observed in MN3RD (79 to 20 L/s), 2 months after the experimental period, as well as a slight decrease in MN2RD (54 to 42 L/s) and MG21D (119 to 108 L/s).

### 3. Monitoring Seismicity

#### 3.1. Recording Networks

The microseismic activity in Tongonan has been monitored with various types of surface stations. First, a permanent telemetered network of seven stations was installed by the Philippine Institute of Volcanology and Seismology (PHIVOLCS) between February 1996 and July 1997 in order to continuously monitor the local seismicity. In addition, a seven-station telemetered network and four independent stations were deployed by Ecole et Observatoire de Physique du Globe de Strasbourg (EOPGS) for a survey conducted during October-November 1996 and for the injection experiment during the June-July 1997 period. Location of the various stations is shown on Figure 1c. The stations of both telemetered networks were equipped with a single ver-
It should be noted that the network elevation reference has been taken as the elevation of the lowest station, some 400 m above sea level. The elevation of the highest station was 1015 m above sea level.

Depending on the deployed instruments, four periods are identified: period 1 (February-August 1996) and period 3 (December 1996 to May 1997) during which only the PHIVOLCS network was operated, and period 2 (50 days, October-November 1996) and period 4 (43 days, June-July 1997) during which the complete set of 18 stations was installed. In this present study, seismicity analysis is focused on periods 2 and 4, i.e., before and during the experimental injection period.

3.2. Microseismic Activity

A total of 1760 events were detected in the vicinity of the network during periods 1, 2, 3, and 4, with ~500 events for period 1, 240 for period 2, 460 for period 3, and 560 for period 4 with coda magnitude range between 0.5 and 3. Events of periods 2 and 4 were first located with the HYPOINVERSE program [Klein, 1989] using an updated a priori 1-D four-layered velocity model (model 1, Table 1). The updated a priori 1-D model had been previously established, following Kissling et al. [1994], with period 1 data and an a priori 1-D model based on geologic informations. Travel times were corrected for station elevation by assuming the same near-surface crustal velocity as layer 1. No correlation between travel time residuals and station elevations has been found. Events locations were considered well constrained when their RMS arrival time residuals were <0.15 s; for all selected events the mean RMS value is 0.05 s. Events are distributed down to 10 km. The locations of well-constrained events for period 2 and 4 are presented on Figure 5. They correspond to the first step for the selection of a consistent data set for further analysis of the seismicity.

4. Tomography Inversion

4.1. Initial Settings and Inversion Procedure

Travel times used in the tomographic inversion were selected from events which met the following criteria:

Table 1. One-Dimensional a priori Velocity Models

<table>
<thead>
<tr>
<th>Z, km</th>
<th>1-D Model 1</th>
<th>1-D Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-D Model 1</td>
<td>1-D Model 2</td>
</tr>
<tr>
<td></td>
<td>$V_p$, km/s</td>
<td>$V_p/V_s$</td>
</tr>
<tr>
<td>0</td>
<td>3.56</td>
<td>1.73</td>
</tr>
<tr>
<td>1.5</td>
<td>3.75</td>
<td>1.73</td>
</tr>
<tr>
<td>3</td>
<td>4.33</td>
<td>1.73</td>
</tr>
<tr>
<td>5</td>
<td>5.20</td>
<td>1.73</td>
</tr>
<tr>
<td>10</td>
<td>6.20</td>
<td>1.73</td>
</tr>
<tr>
<td>40</td>
<td>8.00</td>
<td>1.73</td>
</tr>
</tbody>
</table>

Model 1 was used for previous locations.
Model 2 was computed for the use of a priori information for the tomography inversion.
Figure 5. Map of the epicenters (circles), seismic stations (triangles), well MG2RD (solid dot and line), and model grid spacing used in tomographic study. The 141 events and 292 events were selected for periods 2 (October-November 1996) and 4 (June-July 1997), respectively. The 3-D velocity values are calculated at the intersection points (nodes) of the spaced, $1 \times 1.5$ km, horizontal grid. The vertical grid spacing is 1.5 km.

The selected travel times for P and S waves were inverted in order to determine simultaneously earthquake locations and the 3-D velocity structure beneath the seismic array. The tomographic inversion method (SIMULPS10) is an iterative damped least squares technique which was originally developed by Thurber [1983] and modified by Eberhart-Phillips [1990]. The method has been applied to active faults area by Eberhart-Phillips [1986, 1990, 1993] and Dorbath et al. [1996]. A modified version of the computer program (SIMULPS12) that can invert both P and S-P times [Thurber, 1993; Evans et al., 1994] was also applied to geothermal areas by Foulger and Miller [1995] and Julian et al. [1996].

As detailed by Eberhart-Phillips [1986], the velocity of the medium under investigation is parameterized by assigning velocity values at the intersections (grid points) of a nonuniform, three-dimensional grid. The propagation velocity for a point along a seismic ray path and the velocity partial derivatives are computed by linearly interpolating between the surrounding eight grid points. The area covered by the stations, the hypocenters, and the three branches of the Philippine Fault extends some 20 km along the faults and 10 km across them. The coordinates are chosen so that the Y axis is oriented parallel to the average strike of the Philippine Fault in this region (37° west of north). The grid frame is represented on Figure 5.

Next, a precise initial 1-D velocity model has been determined. We inverted the travel times from periods 2 and 4, with the preliminary 1-D model used for the first location determination as an initial model (model 1, Table 1), so as to determine a minimum 1-D velocity model [Kissling et al., 1994]. This inversion led to a variance reduction of 27% and 21% for P and S waves residuals, respectively. The resulting one-dimensional model is shown in Table 1 (model 2).

Once the general frame for the inversion was set up, different inversions were carried out with different grid spacings, different damping parameters, and different initial velocity models. The grid spacings were chosen so as to resolve small velocity perturbations associated with the injection experiment as well as velocity contrasts across the two fault segments (WFL, CFL), which are only 2 km apart from each other. We used a regular $1 \times 1.5$ km grid spacing along the horizontal X and Y axis, respectively, in order to have reasonable resolution at most grid points. The vertical nodes extend from 0 to 10 km (maximum depth of seismicity) with intermediate nodes at 1.5, 3 and 5 km.
The elevation reference is that of the lowest station, i.e., 400 m above sea level. When grid point spacings were varied (1 x 1 km, 1.5 x 1 km) or grid point locations were translated by 0.5 km (X or Y), the general shape and location of velocity anomalies were not modified. In this tomographic inversion, one has to find the damping parameter that gives the best compromise between data variance reduction and the model variance. We performed inversions using 10 different values for the damping parameter (between 2 and 100 s² km⁻¹) and analyzed “trade-off curves” between resolution and standard errors [Evans and Achauer, 1993]. From these tests the damping parameter was chosen so that the diagonal terms of the a posteriori covariance matrix would be smaller than 2% of the mean P velocity of each considered layer for period 4. Then we tested the sensitivity to the initial velocity model for the three-dimensional inversion. Tests were done with various initial velocities. An alternative a priori model (model 3) with depth spacing every kilometer was determined as for model 2. After different three-dimensional inversions with starting models 2 and 3, the mean P velocity and the pattern of velocity variations in each layer were nearly identical for the two models down to a depth of
5 km. They differed by at most 0%, and this occurred at the surface where velocity constraint is minimal because of insufficient coverage. Moreover, the differences in the epicenter locations were generally <300 m. In summary, we find that the inversion process, for these data, is robust, in that the differences in the results are not very sensitive to the initial velocity model and the grid spacing.

4.2. Inversion Results

After five iterations, the $P$ data variance was reduced by 51% from 0.010 to 0.005 s$^2$ for period 4 and by 42% from 0.018 to 0.010 s$^2$ for period 2. The diagonal elements of the resolution matrix for the three upper layers for periods 2 and 4 are shown on Figure 6. Values for the diagonal terms of the resolution matrix range from 0 (no resolution) to 1 (perfect resolution). The resolution at the surface reflects the station distribution: it is high close to the stations and low elsewhere. The resolution improves with depth for the 1.5 and 3 km depth node layers, where a complete zone can be defined as being well resolved. The highest resolution is observed for period 4 at depth 1.5 km with values close to 0.7 (Figure 6b). Deeper resolution decreases rapidly, but a zone with resolution >0.2 can still be identified. The resolutions for the two periods are quite similar in the central region and indicate no significant differences in sampling.

Standard errors for velocity depend on resolution and on mean velocity. Standard errors remain <2% of the mean $P$ velocity for period 4 data (73% of data <1% at 3 km depth) and 4% for period 2 data (72% of the data <3%). For the model space where resolution is >0.5, velocity errors are close to 0.06 km s$^{-1}$ at the surface, 0.07 km s$^{-1}$ at 1.5 km and 0.09 km s$^{-1}$ at 3 km depth (period 4). The mean horizontal error for event relocation is ~60 m, and the vertical error is ~100 m.

4.2.1. Earthquake locations. Epicenters of the relocated events for period 4 (43 days of recording) are displayed on Figure 7. A comparison between the initial and the final epicenter locations shows modest differences: 59% of the 292 relocated events differ by <0.5 km from the initial epicenter, 87% differ by <1 km. The differences in depth are quite similar, 64% of the events differ by <0.5 km from the initial depth, and 83% differ by <1 km. Despite these small shifts, the main seismicity cluster exhibits a notable difference in shape and shows more individual clusters (Figures 5 and 7).

Most microseismic events are located to the east of the Central Fault Line, within the geothermal reservoir, with only very few events along the Central Fault Line and to the west of it. The recording period (Figure 7) has been divided into three subperiods in order to separate the seismic activity induced by the MG2RD injection experiment from that induced by other field activities before or after. In the vicinity of MG2RD, no significant activity was observed before June 18; microseismic activity is observed only after the injection has started. Once the stimulation ends, the associated seismic cloud disappears. The absence of seismicity and field activity prior to and after the experiment shows that the observed seismicity in the direct vicinity of the well, during the days of pumping, is linked only to the MG2RD stimulation.

More precisely, the level of microseismicity per day for period 4 has been displayed along with flow rate and wellhead pressure for the various injection activities (Figure 2). For the MG2RD experiment a clear temporal correlation can be observed with the increase in the number of microseismic events and the increase in wellhead pressure. Moreover, just after the end of the stimulation, the level of microseismicity decreases immediately and follows the monitored decrease of pressure. The increase in wellhead pressure and the fact that most of the flow reached into the Mahiao Sedimentary Complex suggest strongly that pore pressure has been increasing in the MSC formation. This mechanism has been often described in the literature [e.g., Pearson, 1981; Pine and Batchelor, 1984; Fähler, 1989; Cornet, 1992]. Other mechanisms for geothermal sites such as fluid extraction [Segall, 1989] or thermoelastic effects [Massop, 1998] have also been associated with induced seismicity but are not considered relevant here.

Figure 7 also indicates that the stimulation has not induced any event along the Central Fault Line. The geometry of well MG2RD is known with an accuracy of 60 m, and the wellhead location is known to within 50 m. Hence the uncertainty of the distance between the location of the well and the location of an event is close to 170 m. The earthquake activity remains confined within a volume which extends from the bottom of the well down to ~4 km (3.6 km below sea level). No event has been induced in the upper section of the well above the Central Fault Line. No clear downward migration with time can been identified from the analysis of the seismic cloud. The absence of seismic event along the fault during the injection experiment may reflect either an absence of change in pore pressure or the occurrence of aseismic slip.

In addition, wells MG15D and MG20D exhibit few induced seismic events from June 25 to July 4. These are clearly confined to the extremity of each of these wells and are fairly distinct from the MG2RD seismic cloud (Figure 7). The regular injection activities in MG15D, MG20D, MN1, MN2RD, MN3RD, and MG21D, after July 4, have induced seismic activity local to these wells (Figure 7). Although the total injected volume is more important in the regular injection program than that of the MG2RD stimulation, wellhead pressure at the other wells is much lower (close to 1 MPa) than that at MG2RD (~9 MPa at the end of the experiment), a feature which may explain why the correlation between the level of microseismicity and the increase of pore pressure is not as clear for these wells and why the level of...
Figure 7. The relocated microseismic events observed from period 4 have been split into three subperiods, before, during, and after MG2RD injection experiment. More than 300 induced events have been recorded in the vicinity of well MG2RD during the experiment. No event has been induced along the Central Fault Line. The injection tests in wells MG15D, MG20D, MG21D, MN1, MN2RD, and MN3RD have also induced microseismic events in the vicinity of the wells, mostly between July 5 and 15. Cross sections (azimuth 60°) exhibit the same features. On site, most microseismic events are located to the east of the Central Fault Line, within the geothermal reservoir, with very few microevents along the faults.
seismicity associated with the other wells extends also from the bottom of the wells down to ~3.5 km.

The map of relocated events for period 2 (Figure 8) exhibits the same features as for period 4: Most microseismic events are located to the east of the Central Fault Line, within the geothermal reservoir, with only very few events along the fault and to the west of it. In addition, events recorded for periods 1 and 3 (14 months) have also been relocated using the a priori 3-D velocity model for period 2 (Figure 8). These observations have to be interpreted with care because of the lower source location accuracy due to the fewer number of stations. In the northern part of Tongonan, where the azimuthal coverage of the stations is the best, seismicity is located within the geothermal site with most of it at shallow depth (1-5 km), and very few events are located along the West and Central Fault Lines. Southwest to the network, events occur at greater depth (mostly 4-7 km) but are more scattered and cannot be easily associated to any particular structure.

4.2.2. Velocity model. The P wave velocity models in the first three node layers is presented on Plates 1a and 1b for periods 2 and 4, respectively. They have been contoured after interpolation. On these Plates 1a and 1b, the zones with a resolution <0.2 for both periods were not represented. This mask allows us to keep only the most reliable information for both models. At greater depths the well-resolved zone tends to shrink.

The overall pattern of anomalies found in the two models, on Plates 1a and 1b, is similar, and particular features may be observed. At the surface (0 km) the well-resolved information is concentrated in the vicinity of the stations. The low V_p velocity zones (~10% from the mean V_p at the layer) are observed at layer 1.5 km directly beneath the Mahiao, Malithog, and Mahanagdong areas, which correspond to the most productive zones found in the geothermal field. For example, significant low velocities are observed in Mahiao area where hot fluid upwelling occurs. The low velocity beneath Mahanagdong is also observed for the 3-km layer.

Figure 8. (left) Seismic events for periods 1 and 3 (7 stations, 14 months) have been relocated using the 3-D velocity model determined for period 2 (469 events). (right) Relocated seismic events for period 2 are also displayed, as well as azimuth 145° cross sections. The horizontal projections of the geothermal wells are also shown shaded.
high $V_p$ zone is located in the Bao valley, where no flow of high-temperature fluid exists within the impermeable basement rocks and the Mahanagdong Claystone [Delfin et al., 1995]. A small low-velocity zone can be observed on cross sections of both models beneath the Central Fault Line (see $Y=1.5$, Plate 2).

The most prominent difference is observed on node $X = 0$, $Y = 1.5$ at layer 3 km for period 4. It is a high $P$ wave velocity zone in the vicinity of the injection wells (Plate 1b). This anomaly, located close to Mamban area, is also slightly seen in the 1.5 km layer. This high-velocity zone is not observed for period 2 (Plate 1a). The feature appears more clearly on a cross section (see Plate 2, $X = 0$, $Y = 1.5$). For this node, at the 3 km layer depth, the perturbation of the $P$ wave velocity shows a 14% increase between the two periods (from 4.44 to 5.04 km s$^{-1}$, hereinafter called period 4 anomaly). On Plate 1a, one can also observe a high-velocity zone (hereinafter called period 2 anomaly) centered 2 km north of the first anomaly. This period 2 anomaly is located close to a lower-resolution zone and is not present in period 4.

A question may be raised concerning the reality of these velocity anomalies. The two fields experiments of periods 2 and 4 have provided two independent data sets with the same network geometries and instrumentation. Further, for both data sets the inversion methods and parameterization are the same. In the models the difference between the mean $V_p$ value in each layer is $<0.03$ km s$^{-1}$. The similarity in the overall velocity pattern for both inversions gives us some confidence in the results. Computations of $V_s$ and $V_p/V_s$ ratio velocity with computer codes SIMULP10 and SIMULP12, respectively, do not yield well-resolved models, but the overall pattern of the two models are very similar. Results from SIMULP12 show a high $V_p/V_s$ ratio at the location of the period 4 anomaly.

Before discussing physical processes that would lead to such velocity changes, we describe numerical tests which have been conducted in order to assess the robustness of these observations. First, different subsets of the two data sets have been used in order to insure that the models are not biased by the poor quality of some data. For each data subset the general pattern was found to be identical to the model derived from the complete data set. Accordingly, the existence of an artifact induced by erroneous data is excluded. Second, an important concern is to insure that different ray path distributions from periods 2 and 4 would sample the region of interest sufficiently well for resolving both anomalies.

The first test consists of inverting the data from period 2 with an a priori I-D model that includes the observed perturbation of period 4 ($X = 0$, $Y = 1.5$, Plate 3a). If the anomaly is erased after computation, that would mean that enough ray paths have resolved the zone and corrected it from the introduced a priori anomaly. In practice, 12 nodes (layers 1.5 and 3 km) of the observed anomaly were included in the previous a priori 1-D model (model 2). Plate 3a shows the new a priori model and Plate 3b shows the result of the new inversion for period 2 for the 3-km layer. Clearly, it is observed that the a priori anomaly, at the location of the induced seismicity, has been "erased". Moreover, the velocity pattern is the same as that shown on Plate 1. Layer 1.5 km exhibits similar results. Hence it is concluded that the ray paths coverage is sufficient to resolve zones of interest with period 2 data and that the period 4 anomaly was not present at that time; that is, the model space at the location of the period 4 anomaly is well constrained. More quantitatively, a second test has been designed to observe the influence of the ray paths distribution on the location and amplitude of two anomalies in the inversion process. We prepared an a priori model as follows: a 15% $P$ wave velocity perturbation has been introduced at the location of the two nodes corresponding to the period 2 and period 4 anomalies in an a priori homogeneous model ($4$ km s$^{-1}$, see Plate 4a). Then, the two hypocenter distributions from periods 2 and 4 have been used separately to calculate synthetic travel times for the new a priori model. Next, the synthetic travel times of both periods have been inverted with an a priori homogeneous model ($4$ km s$^{-1}$) in order to try to reconstruct the introduced anomalies. Results of this process, for the 3-km layer, clearly show (see Plates 4b and 4c) that the period 4 anomaly is well reproduced in location for the two periods and both inversions indicate similar amplitude attenuation. The designed 15% anomaly is recovered, for both models, as a 4% velocity anomaly. This confirms the result of the previous test. Had the period 4 anomaly been present during period 2, the tomography method would have outlined it in the same manner as in period 4. Hence comparison of the models within the induced seismicity zone can be conducted with greater confidence. It is concluded that the injection of water in well M2RD, and in other nearby wells, has induced an increase of $P$ wave velocity in the vicinity of the wells, but evaluation of amplitudes has to be considered with care.

However, it should be noted that Plates 4b and 4c show that the amplitude of the period 2 anomaly was not reconstructed in the same manner for the period 2 and period 4 data distributions, so that it is difficult to compare them. In addition, the reconstruction of the period 2 anomaly has introduced some smearing for the period 2 data set. Hence the existence of period 2 anomaly is questionable.

The second test has also been repeated with a data set of 231 earthquakes generated on a uniform grid at 6 km depth. In this test the amplitude of the designed anomaly is recovered as well as a 10% velocity anomaly. This suggests that our model computation might have underestimated the real amplitude of the anomaly because of the seismicity distribution.
Plate 1. Three-dimensional $P$ wave velocity model (km s$^{-1}$) (a) for period 2 and (b) for injection period 4, at layer node 0, 1.5, 3 km (plan view). The inversion grid has been rotated from $37^\circ$ NE. Color scale represents $P$ velocities in between 2 and 6 km s$^{-1}$. Only results that exhibit a resolution higher than 0.2 for both periods 2 and 4 are shown, in order to select reliable information for both models (see text). $P$ wave velocity anomalies can be identified between the two models, especially near the injection sites.
Plate 2. Cross sections of the 3-D velocity model (km s$^{-1}$) across ($Y = 1.5$) and along ($X = 0$) the fault. The period 4 anomaly is clearly identified (see text). Depths are given with respect to the network elevation reference, i.e., 400 m above sea level.
changes in fluid content because of injections (period 4 anomaly), have induced at least a 14% increase of the $P$ wave velocity in a rock volume distributed in depth ranging between 1360 and 2860 m bgs.

5. Discussion

5.1. Seismicity and Philippine Fault

The microseismicity observations during one and half year have shown that very few events (magnitude 0.5-3) occurred, in Tongonan, along the Central Fault Line and the West Fault Line. Moreover, the stimulation experiment by forced fluid injection across the Central Fault Line did not induce any microevents along the fault. GPS measurements that have been conducted before and after the experiment (June and July 1997) do not yield any detectable displacement along the fault that may indicate any faster aseismic slip because of the experiment. In between 1991 and 1997, less than 10 earthquakes of magnitude 4 and none with larger magnitude have been recorded along the 50-km segment of the Philippine Fault in northern Leyte (11°05'N-11°30'N) by the Philippino national network or worldwide seismicity.

Only one earthquake of magnitude 5.4 was located 12 km east to the East Fault Line on May 17, 1993 (Harvard epicenter: 11.05°N, 124.84°E). This event was attributed to the Philippine Fault after a seismic survey recorded 70 aftershocks in the vicinity of the East and Central Fault Lines, south to Tongonan (latitude
10°09'-11°06'N, [Narag et al., 1993]). The possibility of occurrence of this event within the geothermal field has been rejected for two reasons. First, the Harvard location is biased in the direction 50-80° and 230-260° due to the lack of stations in the Indian and Pacific Oceans, so that the latitude of the expected event along the East Fault Line might be in between 11.02° and 11.03°N (i.e., south of the geothermal field). Second, geodetic measurements conducted in February 1991, June 1993, May 1994, November 1995, and June 1997 all along the West and Central Fault Lines have shown a yearly repeated shear velocity close to 2.4 cm yr⁻¹ [Duquesnoy et al., 1994; Duquesnoy, 1997; Baccolci, 1999], which do not indicate any faster slip because of such an earthquake within the geothermal site.

The question which is to be discussed next concerns the possibility of establishing the seismic or aseismic behavior of these fault segments from seismic observations. Considering the cumulated shear displacement up to 15.2 cm that occurred within 76 months, it is of interest to evaluate the magnitude and seismic moment that would produce a single event for the corresponding observed displacement. For a pure uniform shear motion the seismic moment (Mₛ) is related to the shear modulus (C), to the area of the source (S), and to the dislocation amplitude (d) by Mₛ = CSD. Define S as the product of the length of the fault where displacements have been measured, i.e., 15 km, by the depth of the seismogenic zone which is close to 8 km. If the shear modulus is taken as 15 GPa, the observed displacement should produce a seismic moment close to 2.74 x 10¹⁷ N m. Using Kanamori and Anderson’s [1975] empirical relationship between magnitude and seismic moments for major earthquakes, one might have expected an earthquake with magnitude of the order of 5.6, when none was observed. We consider next the possibility in which slip occurred in multiple seismic events; 220 events of magnitude 4 or 220,000 events of magnitude 2 would be needed to generate the expected slip motion. Also, Pearson [1982] has developed a similar relationship between magnitude and seismic moments for microseismic events induced by forced fluid flow with observations from The Geysers geothermal field in northern California. This relation leads to higher expected level of microseismicity. Hence it is concluded that the observed displacements are not generated seismically. This is confirmed by the lack of events observed for the period during which our dense seismic network was operated. Hence it is concluded that the fault motion is indeed aseismic and insensitive to the large water injection conducted during our experiment. These results are consistent with the fact that the continental vertical strike-slip Philippine Fault creeps at a rate of 3.5 cm yr⁻¹ along its northern Leyte 50-km segment [Duquesnoy, 1997].

5.2. Velocity Anomaly

The injection experiment in well MG2RD and the injection programs in the six other wells have induced >400 seismic events in a volume of rock estimated at 1.75 x 10⁶ m³. Hence the volume of the induced seismic cloud coincides with a volume in which the pore pressure has been increased. The injection temperature was 25°C for the water used in MG2RD and close to 150°C for the hot brines injected in the other wells. The total injected volume has been estimated at 36,000 m³ for the MG2RD injection and at 327,000 ± 20,000 m³ for all other injections combined together.

The factors affecting seismic velocity include porosity, confining pressure, lithology, pore pressure, saturation or phase transitions, and temperature [Nur, 1987]. In an attempt to interpret rapid P wave velocity increase, only pore pressure, saturation, phase transitions, and temperature effects are discussed since no variation from porosity, lithology, or confining pressure are anticipated.

If the pore pressure increases in a saturated rock, so does the pore volume and this induces a correlative decrease of the P wave velocity. This effect has been clearly illustrated by Wyllie et al. [1958] using experimental data. So it is anticipated that the flow of liquid water within a liquid saturated body would induce a decrease in P wave velocity. Yet an increase has been detected ~1 km east of well MG2RD.

Regarding temperature effects caused by dilatation, P and S wave velocities increase when the temperature decreases, but this velocity increase remains smaller than 5% for a 100°C temperature variation according to Bourbié et al. [1986]. Thus the perturbation to be expected from the injection of water at 25°C (MG2RD) and brines at 160°C (other wells) should not have been larger than a few percent. On the contrary, Fehler [1981] described a velocity decrease with a temperature decrease, but this effect was attributed to an increase in the microcrack porosity as a result of long-term heat extraction. Given the small temperature variation anticipated from the injections, this mechanism is not considered here.

At The Geysers geothermal fields in California, low-velocity ratios were interpreted as low pore pressure and dry conditions, caused by the boiling of water as steam was extracted [Julian et al., 1996]. It is proposed here that the observed increase in velocity, in Tongonan, is linked with the invasion of liquid water in a nonliquid saturated rock body, i.e., within a pore volume partially filled with vapor or gas. Some laboratory measurements [Domenico, 1976] have pointed out nonlinear variations of P wave velocity with saturation. This phenomenon of imbibition (displacement of gas by water), predicted by
the Biot-Gassmann-Domenico theory [Domenico, 1976], shows that \( V_p \) drastically increases (\(-30\%\)) when saturation is within a range of 80% to 100%. First, \( V_p \) gradually decreases with increasing saturation because of the effective density increase, but when the full saturation is nearly reached, \( V_p \) drastically increases because the pore fluid compressibility effect outweighs the density effect. More recently, Le Havalec and Guéguen [1996] have modeled this effect as the result of two scale heterogeneities, one related to the size of pores and cracks, the other one to the size of the heterogeneities of the fluid phase distribution.

The argument for considering nonsaturated conditions, in this area of the geothermal reservoir, is threefold.

First, thermodynamical conditions in the reservoir have been examined in order to ascertain the possibility of having pore volume partially filled with liquid and vapor. For example, borehole MG21D exhibits temperature and pressure values equal to 290\(^\circ\)C and 7.4 MPa, respectively, at depth 1000 m bgs. This corresponds to the vapor-liquid transition (Table 2) [Lide, 1992]. Unsaturated conditions can also be observed in the reservoir where temperature reaches 320\(^\circ\)C at \(-1000\) m bgs. Moreover, the temperature profile in MG21D is characteristic of a convection process and indicates that higher temperature exists in the vicinity of the well. Hence we expect temperatures higher than 300\(^\circ\)C that would explain nonsaturated conditions at depths >1000 m bgs. When we try to evaluate the weight of a water column given a density gradient related to the temperature gradient on site, the results indicate that liquid pressure is close to 14 MPa for a temperature of 340\(^\circ\)C at 2000 m bgs, it still corresponds to partially saturated conditions. This evaluation seems realistic since pore pressure will not increase drastically if pore volume contains vapor.

Second, it has already been mentioned that the injectivity index has been strongly reduced for well MN3RD 2 months after period 4 and slightly for wells MN2RD and MG21D. This may be related to the fact that saturation occurs in these wells and that maximum capacity for injection is reached rapidly.

Third, let us assume that the perturbed volume of rock was initially unsaturated with a saturation within a range of 80% to 100% to allow a nonlinear \( P \) wave velocity increase. In that case, the initial conditions must be close to full saturation, so that a small amount of liquid would saturate the pore volume and would allow the observed increase in pore pressure. We consider an initial saturation equal to 95%. If we estimate the volume of rock perturbed by the invasion of the injected liquid (porosity of 6%), this would yield a volume equal to 1.34\(\times 10^8\) m\(^3\). This computed volume is smaller than the volume of rock in which induced seismicity has been observed but has the same order of magnitude. It means that most of the induced seismicity occurred in a volume where the increase in pore pressure is allowed only after some vapor has been replaced by some liquid water.

Hence we propose the following mechanism to interpret the observation. Before injection, a nonsaturated medium prevailed with a pore volume \( (V_p) \) partially filled with a liquid volume \( (V_l) \) and a gas vapor volume \( (V_g) \) and with a pore pressure \( P_p \). The saturation was close to 100%. After the beginning of the injections (injected volume \( V_i \)), vapor pressure increased, and slight cooling occurred, leading to a reduction of the volume of vapor followed by a phase change (constant \( P_p \), \( V_p = V_l + V_g - V_{g-s} \), \( V_{g-s} \) is the volume of liquid due to the phase change). When saturation was fully reached, pore pressure increased, and a small amount of liquid volume \( (\Delta V_{ls}) \) was absorbed by the compressibility of the liquid \( (\Delta V_{ls}) \). The main contribution of this volume effect is provided by the invasion phenomenon. This evaluation is consistent with the order of magnitude that would induce a significant perturbation to the observed travel times. Because the injected water is distributed nonuniformly close to each well and the saturation and porosity will be heterogeneous, we suggest that the perturbed volume may be even larger than that which has been computed.

Accordingly, it seems reasonable to interpret the observed \( P \) wave velocity increase as induced by a decrease in vapor content. In Tongonan this suggests that tomographic inversion of velocity could provide valuable informations for identifying geothermal resources and for monitoring them during exploitation.

6. Conclusions

A large water injection has been undertaken in a well that intersects a creeping segment of the Philippine Fault, at the Tongonan geothermal field. Various other injection programs were conducted simultaneously in the vicinity of the well with larger injected volumes but lower wellhead pressures. The MG2RD experiment has shown that most of the water was injected to the east of the Central Fault Line.

More than 400 events were recorded in the vicinity of the well and have been located through a simultaneous 3-D velocity-hypocenter inversion procedure. None of the induced microearthquakes is located along the creep-

| Table 2. Vapor Pressure-Temperature Conditions of Water [Lide, 1992] |
|-----------------|-----------------|
| \( T, ^\circ\)C  | \( P, \text{ MPa} \) |
| 260             | 3.34            |
| 280             | 6.41            |
| 300             | 8.58            |
| 320             | 11.28           |
| 340             | 14.59           |
| 360             | 18.6            |
| 373             | 21.8            |
ing Central Fault Line, and all of them occurred below the casing shoe to the east of the fault line, i.e., within the geothermal reservoir. The increase in wellhead pressure with associated microseismicity strongly suggests that pore pressure is the mechanism responsible for the observed induced seismicity for the injection experiment.

The absence of induced events along the Central Fault Line, combined with the lack of microseismicity along the two central and west branches of the fault over a broad range of time, indicate an aseismic behavior of the fault at this location. These results have to be considered with the fact that the continental vertical strike-slip Philippine Fault creeps at a rate of 3.5 cm yr\(^{-1}\) along its northern Leyte 50-km segment.

The 3-D velocity model imaged during injections, compared to that obtained from seismic monitoring conducted prior to the injection experiment, shows a localized significant increase of \(P\) wave velocity. This anomaly is within the seismicity cloud associated with the water injection. This effect is interpreted as being the results of an increase in liquid content within a liquid-vapor multiphase part of the reservoir. These observations may reveal significant for constraining the pore pressure in the vicinity of the fault.
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