Evaluation of geospatial methods to generate subnational HIV prevalence estimates for local level planning
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Objective: There is evidence of substantial subnational variation in the HIV epidemic. However, robust spatial HIV data are often only available at high levels of geographic aggregation and not at the finer resolution needed for decision making. Therefore, spatial analysis methods that leverage available data to provide local estimates of HIV prevalence may be useful. Such methods exist but have not been formally compared when applied to HIV.

Design/methods: Six candidate methods – including those used by the Joint United Nations Programme on HIV/AIDS to generate maps and a Bayesian geostatistical approach applied to other diseases – were used to generate maps and subnational estimates of HIV prevalence across three countries using cluster level data from household surveys. Two approaches were used to assess the accuracy of predictions: internal validation, whereby a proportion of input data is held back (test dataset) to challenge predictions; and comparison with location-specific data from household surveys in earlier years.

Results: Each of the methods can generate usefully accurate predictions of prevalence at unsampled locations, with the magnitude of the error in predictions similar across approaches. However, the Bayesian geostatistical approach consistently gave marginally the strongest statistical performance across countries and validation procedures.

Conclusions: Available methods may be able to furnish estimates of HIV prevalence at finer spatial scales than the data currently allow. The subnational variation revealed can be integrated into planning to ensure responsiveness to the spatial features of the epidemic. The Bayesian geostatistical approach is a promising strategy for integrating HIV data to generate robust local estimates.
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Introduction

Historically, country epidemics have been considered as fairly homogenous and been broadly classified as ‘generalized’ or ‘concentrated’ [1]. However, such an approach fails to capture the often substantial local level variation in the patterns of risk and transmission, key drivers of the epidemic, and availability of services observed [2]. Indeed, 13 of 33 countries in sub-Saharan Africa report at least five-fold differences in adult prevalence between provinces [3].

This spatial heterogeneity has profound implications for all aspects of monitoring the epidemic and planning the response. There have been a large number of examples of ways in which spatial data can be used to improve HIV planning, including identification of places or populations at highest risk [4], allocation of resources across locations [5], in understanding local level changes and monitoring the epidemic [6], in interpreting gaps in service provision [7], in understanding reasons for different biases in available surveillance data [8], and in tailoring services and local level targeting of intervention [9].

Although it is critical that planners have an understanding of local level variations in the intensity of the HIV epidemic, practical and financial constraints that restrict the size of surveys and surveillance systems commonly used to monitor generalized epidemics may inhibit this. Robust estimates of subnational HIV prevalence are typically available at the first administrative level (often termed ‘provinces’), but not at more local levels which may be needed for programme planning (such as the district or county levels).

There are several candidate methods that could be used to generate local subnational estimates of HIV prevalence (Table 1). These include the method that the Joint United Nations Programme on HIV/AIDS (UNAIDS) has used to generate maps of high-burden countries [23] and a method which has been used to estimate malaria prevalence patterns [14,15]. However, the performance of these methods has not been evaluated or compared in the theoretical framework behind them, which influence their ability to deal with uncertainty and the computational load (Table 1). Finally, some of these methods estimate a continuous ‘surface’ of HIV prevalence (models 1–3), whereas others instead aim to provide predictions for the aggregate level, namely the subnational units under consideration directly, for example, a district level prevalence estimate (models 4–6).

Two different validation procedures were used to assess the performance of the methods, depending on whether the method produces a ‘surface’ of prevalence or can give estimates at aggregate subnational level. Data from three countries (Tanzania, Kenya, Malawi) with generalized epidemics were used. These countries were chosen as they encompass variation in epidemic patterns and data availability.

Internal validation

The performance of those models that produce continuous HIV prevalence surfaces (models 1–3) was assessed using internal validation. A proportion of observed data is held back as a ‘test’ dataset before the method is used. Then, the test data are used to challenge the model prediction at sample locations. This test dataset was either a single point, namely a demographic and health survey (DHS) cluster [leave out one cross validation (LOOCV), (models 1 and 3)] or a larger proportion of the data [partitioned data hold back (PDHD), (models 1 and 2)]. Which strategy was applied (i.e. LOOCV or PDHD) for a given spatial method was dependent on the computational intensity of the mapping approach.

The resulting root mean squared error (RMSE) (Eq. 1) between prediction and data was calculated. The RMSE estimates are in the same units as the surface (i.e. prevalence) and the lower the RMSE, the closer the model prediction is to the observed data.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (E_i - O_i)^2}{N}} \quad (1)
\]

where \(E\) is the predicted values, \(O\) the observed values, \(N\) the total number of locations, and \(i\) each omitted location.
Table 1. Key characteristics of the candidate spatial methods.

<table>
<thead>
<tr>
<th>Method name</th>
<th>Summary of method</th>
<th>References</th>
<th>Use of covariates</th>
<th>Estimation of uncertainty</th>
<th>Ease of use</th>
<th>Unit of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1: kernel density estimation with adaptive bandwidth (prevR)</td>
<td>The numbers of individuals tested and found positive at each DHS cluster location are plotted, and smoothed intensity surfaces are generated by computing average infection rates within a moving window (a ‘kernel’). Creation of the smoothed surface relies on the specification of the kernel at each cluster that are combined to make the intensity surface. The prevalence surface is the ratio of the intensity surface of the number who tested positive to the surface of the total number tested.</td>
<td>Larimarange et al., 2011 [10]; Davies and Hazelton, 2010 [11]</td>
<td>Does not use information on covariates</td>
<td>Able to provide an indication of how much data were used in producing the estimate</td>
<td>Straightforward—well documented, open source</td>
<td>Pixel level—provides estimates for small areas to give a continuous surface</td>
</tr>
<tr>
<td>Model 2: model-based geostatistics</td>
<td>Bayesian, or ‘model-based’ geostatistical approaches are a special class of generalized linear mixed models. They extend classical geostatistical methods such as kriging to allow, among other features, formal incorporation of sampling error in the observed data; relationships with covariates (and the uncertainty in the form of these relationships); uncertainty in the spatial autocorrelation structure of the outcome variable. The model can be fit using computational methods like MCMC.</td>
<td>Diggle et al., 1998 [12]; Patil et al., 2011 [13]; Gething et al., 2011 [14]; Gething et al., 2012 [15]</td>
<td>Uses information on covariates</td>
<td>Conducted within a Bayesian framework, and is able to provide a rigorous assessment of the uncertainty of the estimated value at each location on the mapped surface</td>
<td>Complex but could be adapted for the end user</td>
<td>Pixel level—provides estimates for small areas to give a continuous surface</td>
</tr>
<tr>
<td>Model 3: kriging of covariates with logistic regression</td>
<td>This method involves two steps, the prediction of the spatial distribution of each covariate independently using kriging and combination of these layers using a nonspatial logistic regression model to generate HIV prevalence predictions.</td>
<td>Cuadros, 2014 [16]; Klienschmidt et al., 2000 [17]</td>
<td>Uses information on covariates</td>
<td>Does not provide estimates of uncertainty</td>
<td>Moderately complex involves multiple steps that require expertise</td>
<td>Pixel level—provides estimates for small areas to give a continuous surface</td>
</tr>
<tr>
<td>Model 4: shared spatial component</td>
<td>The shared spatial component model was originally developed to map different diseases likely to have similar spatial distributions because of shared risk factors. The model has both shared components and components specific to each disease of interest. The shared spatial component model was applied here to incorporate information from both the DHS and ANC data sources. This model looks at discrete areas (administrative units) and is constructed within a Bayesian framework.</td>
<td>Manda et al., 2009 [18]; Knorr-Held et al., 2001 [19]</td>
<td>Uses information on covariates</td>
<td>Able to provide estimates of uncertainty for the unit of analysis (administrative region)</td>
<td>Moderately complex involves multiple steps that require expertise</td>
<td>Provides estimates for the administrative unit</td>
</tr>
</tbody>
</table>
### Table 1 (continued)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Summary of method</th>
<th>References</th>
<th>Use of covariates</th>
<th>Estimation of uncertainty</th>
<th>Ease of use</th>
<th>Unit of analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 5: spatio-statistical aggregate method: regression at an aggregated scale (administrative unit)</strong></td>
<td>Following an exploration of regression kriging at the cluster level for Malawi, it was found that the spatial predictive power of the model was limited because of weak spatial structure. As a result an aggregate scale was explored instead. This method involves aggregation (through simple averaging) of the DHS clusters to administrative regions, followed by OLS multiple regression to examine the relationship between selected covariates and HIV prevalence. The administrative unit could be the target administrative unit, or it may be that the optimal unit for predictive power is lower.</td>
<td>Moise et al., 2014 [20]; Moise et al., 2014 [21]</td>
<td>Uses information on covariates</td>
<td>Does not provide estimates of uncertainty</td>
<td>Moderately complex involves multiple steps that require expertise</td>
<td>Provides estimates for the administrative unit</td>
</tr>
<tr>
<td><strong>Model 6: Bayesian geo-additive mixed model</strong></td>
<td>This approach is similar to model 2 in that it is a Bayesian approach that is able to incorporate the sampling error, relationships with covariates, and uncertainty in the spatial autocorrelation structure. This model differs from model 2 in that it looks at the patterns of prevalence across discrete areas (administrative units) rather than continuous space as in model 2, and accounts for the spatial dependencies between these neighbouring areas. This model uses computational methods (MCMC) for inference and checking of the model. It is conducted using BayesX software.</td>
<td>Kandala et al., 2011 [22]</td>
<td>Uses information on covariates</td>
<td>Able to provide estimates of uncertainty for the unit of analysis (administrative unit)</td>
<td>Moderately complex involves multiple steps that require expertise</td>
<td>Provides estimates for the administrative unit</td>
</tr>
</tbody>
</table>

ANC, antenatal clinic; DHS, demographic and health survey; MCMC, Markov chain Monte Carlo; OLS, ordinary least squares.
External validation (cross-year comparison of estimates)

External validation was also conducted through comparing mapped predictions with data from an earlier survey year. This approach takes advantage of the location of clusters often being different in different survey years in a country, and assumes that the true spatial pattern of HIV prevalence is conserved over time. All three countries considered have surveys for more than one DHS round (Malawi: 2004 and 2010, Tanzania: 2007/2008 and 2012, Kenya: 2003 and 2008/2009) allowing for such an analysis. For methods that produce a continuous surface (models 1–3), prevalence surfaces were produced using only the data from the later survey. Then, a comparison was made between the observed values for each cluster in the earlier survey year and the predicted prevalence in the corresponding location in the year of the later survey.

The approach was repeated for all methods at the level of the first administrative unit for Malawi (district level), as not all methods produce continuous prevalence surfaces. For those methods which produced predicted surfaces (models 1–3), the average of the values of the surface within each district boundary was calculated, to allow for comparison with those methods which produce district level estimates directly (models 4–6). The accuracy of district level predictions in comparison to the data from the earlier survey year was summarized by the RMSE.

Results

Figure 1a presents the continuous prevalence surfaces for each country using models 1–3. Very substantial within-country variations in HIV prevalence are revealed by all methods. In particular, methods indicate a prevalence gradient from east to west in Kenya, south to north in Malawi, and a focus of high prevalence in southwest Tanzania.

There is substantial variation in the degree of local level variation suggested by the models. Methods that bring in additional data tend to produce estimates with a more complex spatial structure, which is related to road networks, among other factors, although uncertainty in the estimates about this is great (not shown). In contrast, the PrevR approach gives a smooth surface.

The internal validation procedure suggests that all methods can produce estimates of HIV prevalence at unsampled locations with a similar, and reasonable, level of accuracy (RMSE values: Fig. 1a). Among the methods, the Bayesian geostatistical approach (model 2), gives marginally the best RMSE values consistently across all the countries (Fig. 1: RMSE values displayed in the key for each panel).

The external validation for the continuous surfaces shows that the methods typically are successful in predicting prevalence in unsampled locations (Fig. 1b). The greatest difference in prediction error is between countries rather than between methods, and all methods have similar spatial pattern in the errors. Among models 1–3 (those that could do this test), model 2 gives the lowest RMSE across all countries. All methods give higher RMSE values than in the internal validation exercise described above as they are being used to predict the spatial distribution from a different year and the epidemic will have changed.

The external validation for the district level in Malawi (Fig. 1c), shows that whereas all the methods give the same broad spatial trends, differences in some districts are quite pronounced and overall errors are much greater. As prevalence may vary widely within an administrative region, particularly between urban and rural areas, an averaged value for each administrative region gives wider differences than the point by point comparison. Again, model 2 gives the lowest RMSE, and gives the most accurate prediction.

Discussion

Generating subnational estimates of HIV prevalence will be crucial to informing a locally tailored response to the HIV epidemic. This analysis has provided a number of key insights as to how countries can best utilise available spatial data.

First, the magnitude of the error and accuracy of predictions appears to depend most on the prevalence level in the country of interest and the characteristics of the survey sample, rather than the estimation method used. Because of this, we see a greater difference in the accuracy of predictions between countries rather than between methods. For this reason, some confidence in predictions from these spatial methodologies comes from their relative consistency in performance across all validation procedures described. The method used already by UNAIDS (model 1: PrevR) performs similarly to most other methods and so greater confidence can be afforded in the results. As a result of these analyses, we recommend that Bayesian geostatistical approach (model 2) be developed further, as the performance of this method was consistently the strongest. This method has been applied extensively to other infections [13], and has many desirable characteristics, in particular a formal accounting of uncertainty and the explicit leveraging of other geographic data.

Second, the methods appear to work reasonably well, and can capture the broad spatial trends in prevalence observed across countries. Arguably, in these high prevalence settings, these methods would usefully distinguish areas...
Fig. 1. Results from the validation exercises. Panel (a) gives the HIV prevalence surfaces from models 1–3, and the corresponding Root Mean Squared Error (RMSE) values from the internal validation (either Leave Out One Cross Validation (LOOCV) or Partitioned Data Hold Back (PDHB)) are given in the tables in the Key. Panel (b) gives the error maps from the external validation procedure using the cross year comparison of spatial patterns and the corresponding RMSE values for models 1–3. Panel (c) gives the estimates of HIV prevalence for each district in Malawi and the corresponding RMSE value for all models (1–6). Note that the results presented in panel (a) and panel (b) are only for models 1–3 as they are only evaluating those methods which produce continuous prevalence surfaces.
of very high prevalence from those with very low prevalence.

The mapping methods described can be further developed, particularly through integration of different data sources alongside the DHS, in particular, antiretroviral therapy and prevention of mother-to-child transmission programme data, antenatal clinic surveillance, and, in the future, case-reporting data. Doing so would require building upon earlier work [8] to assess how different data sources may feed into prevalence mapping in a manner that reflects the different biases, underlying populations and spatial coverage of these data. Furthermore, although the tools outlined can fill critical gaps at this time, they do not mitigate the need for future additional local data collection and reporting to strengthen more localized responses to the HIV epidemic.

National epidemics cannot continue to be assessed as a whole when there is clear evidence of substantial subnational heterogeneity. Subnational indicators should be integrated into all national planning, monitoring, and evaluating processes performed routinely. Existing tools, such as Spectrum/Estimation and Projection Package modelling software, are already being adapted to explicitly examine the epidemic in subnational areas [24]. The increasing availability of georeferenced data and mapping tools provides us with the opportunity to be responsive to the subnational features of HIV epidemics to improve intervention planning.
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