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ABSTRACT. The 'Gradex' method estimates high return period discharges by assuming that the two marginal increases in rainfall and flood volumes are equal for return periods greater than a hundred years. This requires an asymptotically exponential decay of the rainfall distribution, the gradex being the gradient of this exponential. Among several statistical relationships satisfying this requirement, the Gumbel distribution is widely acknowledged to properly fit the extreme value distribution of observed daily rainfalls. However, difficulties may arise for small time steps (from less than one hour up to twelve hours).

Among the many reasons for these difficulties, seasonal variation of the distribution parameters and the mixing of rainstorms issuing from different weather conditions are the most frequent. Rainfall distributions should therefore be analyzed using data from a homogeneous season. However, the mixing of weather patterns remains whatever the season considered, and it is important to find a way to estimate the gradex parameter even when the experimental distribution of extreme values does not allow a good Gumbel model fit. One solution is to fit a two component negative exponential distribution to the complete data set. Such a theoretical distribution is asymptotically parallel to a Gumbel distribution, thus providing an estimate of the gradex.

In this communication, three gradex estimators are compared from bias and efficiency standpoints: the moment and maximum likelihood methods used to fit a Gumbel distribution to an extreme value data set, and the moment method used to fit a two component exponential distribution to the complete data set of observed rainfalls. This comparison can be used to determine the most suitable estimator for subsequent regional regression and mapping of rainfall frequency parameters.
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1. INTRODUCTION

This communication is one outcome of a continuous effort aimed at providing engineers in relevant disciplines with means of estimating high return period floods in the CEVENNES (fig.1), France's most problematic region in this respect. The upland watersheds in this region are relatively small (a few hundred square kilometers), but rugged topography and complex meteorological phenomena combine to produce flash-floods threatening human life and property, as already observed in October 1958 (33 casualties) and September 1980 (a dozen casualties and damage amounting to more than one billion francs). Despite the availability of only one or two long series of stream flows in this region, the GRADEX method is believed to give reliable estimates of the risk. The method relies on the analysis of rainfall data assumed to display an asymptotically exponential decay behavior. The GRADEX is the gradient of this exponential decay. The ultimate goal of the study is to provide those in charge of hydraulic development projects with a map of the gradex (g) and rainfalls for given return periods at various durations of accumulation (see communication by Slimani and Obled, this symposium). For this, reliable estimates of g are needed, and the present paper is devoted to comparing some such possible estimates.

Accepting the exponential decay assumption, an estimation of g may be reached by studying either the parent distribution series (PDS) or the series of maxima computed over a given period (month, season, year). Under the hypothesis that the compound Poisson process (CPP) (eg see Todorovic and Zelenhasic, 1970) is a valid model for successive rainfall depths accumulated over a given duration, the asymptotic exponential decay of the PDS involves the asymptotic exponential decay of the extreme value series (EVS). While it is more convenient to deal with EVS, since the samples are smaller and complete rainfall data processing is not necessary, the heavy right hand tail of some EVS sometimes casts doubt on the validity of the classical Gumbel distribution (EV1) as a suitable model of rainfall extreme value distributions. This is particularly the case for short duration rainfall all around the Mediterranean basin since the weather patterns accounting for monthly or seasonal maxima vary greatly.
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throughout the year. Accordingly, the year must be carefully divided into homogeneous seasons before any attempt to analyze such series. In this part of France, the large majority of severe weather patterns occurs in fall, which essentially means September, October, November. Of course, the distribution of interest is that of annual rainfall, but when almost every yearly maximum occurs during the same season, clearly the distribution of yearly maxima rapidly becomes parallel to that of the concerned season maxima (Guillot and Duband, 1967).

However, large skewness in EVS may be found, even when working on homogeneous season data, and in such cases, the EV1 distribution does not properly fit observed data. The estimation of the skewness coefficient and the detection of outliers has been given great attention by hydrologists for the past twenty years, mainly with respect to flood series analysis (e.g. Berrier, 1967; Todorovic and Roussel 1971; Matalas et al., 1975; Gupta et al., 1976; Kottegoda, 1984). By comparison, relatively few papers have been concerned with the question of how to deal with outliers in rainfall EVS, using PDS information. To our knowledge, D. Duband (1967) was the first to consider a two component exponential distribution as a model of the underlying distribution of daily rainfall depths, in order to make better use of the information contained within the rainfall data. Since the coefficient of one component is greater than that of the other, the asymptotic behavior of the model is similar to that of a single exponential; as a consequence, the derived distribution of extremes is an EV1 distribution, following Gumbel's asymptotic theory (e.g. Gumbel, 1958). It must therefore be emphasized that, if the underlying distribution is truly a two component exponential distribution, the study of PDS or EVS should lead to the same estimates of g, not taking into account model and sampling errors. Such errors are of dramatic importance, since g conditions the extrapolation of flood series to high return period values. Hence, a comparative study of three estimates was carried out, two of them applying to EVS and the other to PDS.

2. THE GRADEX METHOD OF ESTIMATING HIGH RETURN PERIOD FLOODS

Pointing out that very often available flood series are inadequate for reliable extrapolation of the experimental distribution towards extreme flood flows, Guillot and Duband (1967) proposed a method using rainfall data analysis to extrapolate flood series distributions. In flood conditions, precipitation and flood volumes computed over a common integration time \( t_g \):

\[
R_g = \int_{t_1}^{t_1 + t_g} R(t) \, dt \quad \text{and} \quad Q_g = \int_{t_2}^{t_2 + t_g} Q(t) \, dt
\]

can be plotted on a graph as in figure 2. If the integration time is close to the base time of the overland flow hydrograph (tb), the portion of the rainfall \( D_g = R_g - Q_g \) not reaching the main stream is related to the overall basin retention during the total time \( t_1, t_2 + t_g \). This retention \( D_g \) is a random quantity tending towards an upper limit as long as the rainfall intensity is large compared to the percolation rate to the ground water tables.

Most hydrologists now agree that for moderately permeable watersheds of a few hundred to a few thousand square kilometers, it is physically sound and reasonably safe to assume that, as the total basin saturation is approached, any additional precipitation \( P_g \) tends to give rise to a nearly equal increase in the discharge \( Q_g \). Thus the asymptotes of the quantile curves of the joint distribution \( R_g, Q_g \) (figure 2) are straight lines with slopes of one \( Q_g = R_g \), whatever the quantile considered. The total amount of precipitation needed to
Figure 2. Conditional distribution of flooded volumes with respect to rainfall. 

\[ D_g = \partial g \cdot \partial g \] is the retention.

Figure 3. Parallelism of rainfall and discharge, when plotted on a probability paper. The equidistance of the distributions \( (a) \) and \( F(t) \), beyond the argument \( (Ro, qo) \) in arithmetic coordinates (left) involves the parallelism of the asymptotes in arithmetic coordinates (right).
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Reach saturation depends on the initial dryness of the soil, as does the distance between each asymptote and the curve $Q = R$.

When large samples of rainfall-flood data are available, the conditional probability is obtained from the experimental cumulative distributions $H_p(Q_g)$, and the theoretical flood volume cumulative distribution is given by:

$$G(Q_g) = \int_{q=0}^{q=Q_g} \int_{R=0}^{R=\infty} h(p) \, dF(R) \, dq$$

Furthermore, a simple and operationally important consequence results from the assumptions of the method. If the rainfall distribution is asymptotically an exponential, the extrapolated asymptote of $G(Q_g)$ is translated from the asymptote of $F(R_g)$ in a direction parallel to the variate $(R_g, Q_g)$ axis. In particular, on conventional Gumbel probability paper, these two asymptotes are parallel straight lines (fig. 3). To sum up, while it is very unlikely that a few decades of flood measurements allow a reliable estimation of the direction of extrapolation, the gradex method assumes that the numerous long series of rainfall data available almost anywhere in the world can provide a safe extrapolation means. Indeed, extrapolation of flood series using a model fitted to flood data only can lead to tremendous overestimation as it occurs when fitting a Frechet or a Galton model to the flood data sample. The use of log space $(z = \log(Q))$ distributions has also been shown to be dangerous and counterproductive by Landwher et al. (1978); the fact that a log-type distribution is often a better description of the observed reality does not imply that it is suitable for extrapolation purposes. Accordingly, Waylen et al. (1982) proposed a two component exponential distribution to fit annual flood series (AFS) accounting for the mixture of snowmelt and rain generated floods throughout the year. Rossi et al. (1984) proposed a similar distribution for annual flood series of central and southern Italy, presenting a large skewness. Although this distribution closely reproduces the observed skewness, Rossi et al. emphasized the great uncertainty related to the parameter estimates of the outlying component (i.e. the one determining the extrapolation) when a single 40 year AFS is used, which means that in many cases the available discharge measurements can only be used to give a good estimate of the starting point ($Q_0$) of the extrapolation (fig. 3).

For all its advantages when applied to relevant watersheds, the gradex method presents some practical difficulties which are not central to the basic concept, but which need some clarification and further study, as pointed out by Beran (1981). Some are related to the time of integration and the peak to volume adjustment factor. Others are rainfall related problems, among which the transformation of point rainfall statistics into areal rainfall is crucial. An initial procedure was presented by Lebel (1984), yielding good results for small upland catchments, but not yet extended to larger watersheds. It is also important to ascertain the best way to estimate the point gradex from rainfall series. Indeed an important characteristic of $g$ is its spatial structure (derived from the spatial stucture of rainfall) allowing the mapping of this parameter. Such maps are needed by hydraulics engineers as a basic design tool and their preparation requires the interpolation of homogeneous point values of $g$, which in turn means a regionally dependable estimation procedure. Also, gradex maps are needed for several rainfall durations, since the time of integration $t_g$ is related to watershed areas. This requirement gives rise to another set of difficulties since recording raingage series are fewer and often shorter than their raindepth counterparts, and outliers are frequently more numerous in hourly rainfall than in daily rainfall series.
3. ESTIMATING THE GRADEX FROM EXTREME VALUE SERIES

A physically based explanation was given by Giraud (1959) to support the idea that, at least for durations equal to or smaller than 24 hours, the asymptotic behavior of rainfall distributions is exponential. While this has been widely accepted for decades, discussion continues as to which procedure provides the best estimate of the slope $g$ of this exponential. The simplest method is to assume that the consecutive rainfalls $PDS$ has a single exponential distribution, from which it is a straightforward task to derive the associated EVS distribution. Obviously, the single exponential cannot hold for every $PDS$, and it may be more general to write the equation for values above a threshold $SO$; the number of events $\{R>r\}$ for $N$ independent observations of $R$ is then written as:

$$N_R(r) = \exp(-\alpha \cdot (r-r_0)) \quad \text{for all } r>SO \quad (1)$$

At the threshold:

$$N_R(SO) = \exp(-\alpha \cdot (SO-r_0)) \quad (2)$$

and below the threshold, $N_R(r)$ is unknown. Further assuming that:

$$P_1 = P(r<SO) \quad (3a)$$

$$P_2 = 1-P_1 = P(r>SO), \quad (3b)$$

$NP_2$ values above $SO$ are observed on the average for $N$ independent observations of $R$. Thus, $NP_2 = N_R(SO)$, and from (2), we obtain:

$$r_0 = SO + \log(NP_2)/\alpha \quad (4)$$

Now let $X$ be the maximum of the $N$ independent observations. Then:

$$F_X(r) = \{F_R(r)\}^N = \{1-N_R(r)/N\}^N \quad r>SO \quad (5a)$$

$$F_X(SO) = P_1^N \quad r = SO \quad (5b)$$

Assuming $N$ to be large with respect to $N_R$ values, we obtain:

$$F_X(r) \neq \exp(-N_R(r)) \quad \text{for } SO<r, \quad (6)$$

which substituting (1) and (4) for $N_R(r)$, gives:

$$F_X(r) = \exp\{-\exp(-\alpha \cdot (r-r_0))\} \quad (7)$$

with $r$ related to $SO$ and $N$ by expression (4). Expression (7) is the EV1 distribution, and $1/\alpha = g$ is the gradex. It holds for $r>SO$, while for $r<SO$ the distribution is unknown, but very likely different from that given by (6 and 7).

If the basic model (1) is plausible, it has certain practical consequences when fitting an EV1 model to EVS:

1- There is a $100\times P_1^N$ per cent chance that a given value of the EVS does not belong to the EV1 distribution ($r<SO$).
2- The upper part of the distribution is EV1, and a separation appears at $SO$. The gradex $g$ is equal to $1/\alpha$. 

3. As \( N \) increases, the probability of having an EVS value below the threshold \( S_0 \) decreases, and the better is approximation (6).

To illustrate these statements, consider a PDS of daily rainfalls and an EVS of monthly maxima \( (N_1 = 30) \), with a recurrence rate of 93\% for the event \( \{r < 5 \text{ mm}\} (S_0 = 5 \text{ mm}) \). Thus \( P \approx (0.93)^{N_1} = 0.142 \), and hence, on the average, the fourteen lowest values out of a hundred do not belong to the EV1 distribution. To get rid of this left hand tail, an EVS of season maxima \( (N_1 = 90) \) may be chosen. The probability of a low value outlier then falls to 0.001, and the EV1 model fits the sample data very well (fig.4). Of course, the recording period must be long enough to allow the reliable fitting of any model. Thirty values is widely acknowledged to be a minimum. Therefore, short rainfall series displaying a break in the point swarm of monthly maxima call for another kind of modeling if a dependable estimate of \( g \) is to be computed. This is also the case for distributions with several high value outliers. This generally denotes the mixing of two underlying populations (\( R_1 \) and \( R_2 \)), the recurrence rate of \( R_2 \) being small compared to that of \( R_1 \), but \( R_2 \) yielding much heavier rainfalls. If the two distributions of the maxima \( X_1 \) and \( X_2 \) of each population are denoted respectively \( F_{X_1} \) and \( F_{X_2} \) and if they are independent, the resulting cumulation function of the rainfall \( X \) is given by:

\[
F(X) = pF_{X_1}(X) + (1-p)F_{X_2}(X),
\]

where \( p \) is the probability of occurrence of \( X_1 \). In the CEVENNES region, frontal and convective rains are often mixed in the same rainfall event in fall and it proves difficult to separate data originating in the first distribution from that originating in the second distribution. On the one hand, table 1 clearly shows that long and intense rainfalls are not always associated (compare event \# 31 with event \# 28). On the other hand, events \#2 and \#3, among others, were long and had strong hourly maxima around 60 mm. Hence, while some events belong to only one of the above distributions, others result from the addition of two physical processes. To get around this difficulty, it was decided to test the suitability of a direct model of the complete PDS, when the series was available.

**Figure 4**
Elimination of low value outliers. When the number of events over which the maxima are calculated is increased, the break in the lower part of the EVS distribution disappears.
4. MODELING OF PARENT DISTRIBUTION SERIES

Let the PDS be a sequence of $N$ consecutive rainfalls, $R_i$, $i = 1,N$, for a given duration of accumulation, including zero values. Duband (1967) assessed that the sum of two exponentials represented a good model for fitting daily rainfall distributions of the central part of France:

$$F_R(r) = 1 - \gamma \exp(-r/g) - \beta \exp(-r/c), \quad r \geq 0,$$

with $g > c$. \hfill (8)

$$F_R(r) = 1 - \gamma \exp(-r/g) - \beta \exp(-r/c), \quad r \geq 0,$$

with $g > c$. \hfill (9)

Table 1: Main rainfall events of the ten past ten years. Rainfall depth in mm.

<table>
<thead>
<tr>
<th>Event number</th>
<th>Beginning Date</th>
<th>Duration (approximate)</th>
<th>Mean Depth* for Event</th>
<th>Event Maximum</th>
<th>Hourly Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19 sept. 1971</td>
<td>30 h</td>
<td>23.1</td>
<td>68.4</td>
<td>28.5</td>
</tr>
<tr>
<td>2</td>
<td>4 sept. 1972</td>
<td>66 h</td>
<td>85.0</td>
<td>227.5</td>
<td>57.0</td>
</tr>
<tr>
<td>3</td>
<td>10 oct. 1972</td>
<td>80 h</td>
<td>21.4</td>
<td>241.7</td>
<td>90.0</td>
</tr>
<tr>
<td>4</td>
<td>25 oct. 1972</td>
<td>36 h</td>
<td>100.8</td>
<td>246.3</td>
<td>37.0</td>
</tr>
<tr>
<td>5</td>
<td>20 sept. 1973</td>
<td>34 h</td>
<td>34.6</td>
<td>272.0</td>
<td>80.0</td>
</tr>
<tr>
<td>6</td>
<td>1 oct. 1973</td>
<td>40 h</td>
<td>135.2</td>
<td>183.0</td>
<td>35.0</td>
</tr>
<tr>
<td>7</td>
<td>2 nov. 1973</td>
<td>90 h</td>
<td>94.2</td>
<td>352.0</td>
<td>36.5</td>
</tr>
<tr>
<td>8</td>
<td>16 sept. 1974</td>
<td>90 h</td>
<td>148.6</td>
<td>371.8</td>
<td>65.0</td>
</tr>
<tr>
<td>9</td>
<td>14 nov. 1974</td>
<td>103 h</td>
<td>64.8</td>
<td>219.0</td>
<td>19.0</td>
</tr>
<tr>
<td>10</td>
<td>17 nov. 1974</td>
<td>40 h</td>
<td>35.3</td>
<td>82.5</td>
<td>40.0</td>
</tr>
<tr>
<td>11</td>
<td>14 sept. 1975</td>
<td>56 h</td>
<td>63.4</td>
<td>176.0</td>
<td>70.0</td>
</tr>
<tr>
<td>12</td>
<td>29 sept. 1975</td>
<td>30 h</td>
<td>61.9</td>
<td>161.5</td>
<td>57.0</td>
</tr>
<tr>
<td>13</td>
<td>28 aug. 1976</td>
<td>90 h</td>
<td>148.0</td>
<td>392.0</td>
<td>60.0</td>
</tr>
<tr>
<td>14</td>
<td>11 sept. 1976</td>
<td>40 h</td>
<td>110.7</td>
<td>400.5</td>
<td>85.0</td>
</tr>
<tr>
<td>15</td>
<td>27 sept. 1976</td>
<td>52 h</td>
<td>57.7</td>
<td>145.5</td>
<td>40.5</td>
</tr>
<tr>
<td>16</td>
<td>30 sept. 1976</td>
<td>53 h</td>
<td>46.8</td>
<td>120.7</td>
<td>33.0</td>
</tr>
<tr>
<td>17</td>
<td>10 oct. 1976</td>
<td>92 h</td>
<td>78.8</td>
<td>178.8</td>
<td>34.5</td>
</tr>
<tr>
<td>18</td>
<td>23 oct. 1976</td>
<td>160 h</td>
<td>175.1</td>
<td>404.9</td>
<td>23.0</td>
</tr>
<tr>
<td>19</td>
<td>8 nov. 1976</td>
<td>65 h</td>
<td>180.2</td>
<td>371.4</td>
<td>42.5</td>
</tr>
<tr>
<td>20</td>
<td>28 jul. 1977</td>
<td>70 h</td>
<td>81.8</td>
<td>131.0</td>
<td>19.0</td>
</tr>
<tr>
<td>21</td>
<td>25 aug. 1977</td>
<td>48 h</td>
<td>87.9</td>
<td>266.5</td>
<td>49.0</td>
</tr>
<tr>
<td>22</td>
<td>5 oct. 1977</td>
<td>75 h</td>
<td>121.5</td>
<td>355.7</td>
<td>35.2</td>
</tr>
<tr>
<td>23</td>
<td>19 oct. 1977</td>
<td>120 h</td>
<td>273.3</td>
<td>596.5</td>
<td>61.0</td>
</tr>
<tr>
<td>24</td>
<td>25 oct. 1977</td>
<td>72 h</td>
<td>43.7</td>
<td>117.5</td>
<td>30.0</td>
</tr>
<tr>
<td>25</td>
<td>4 oct. 1979</td>
<td>36 h</td>
<td>50.7</td>
<td>118.0</td>
<td>71.0</td>
</tr>
<tr>
<td>26</td>
<td>6 oct. 1979</td>
<td>27 h</td>
<td>51.3</td>
<td>121.0</td>
<td>26.0</td>
</tr>
<tr>
<td>27</td>
<td>10 oct. 1979</td>
<td>160 h</td>
<td>198.6</td>
<td>566.0</td>
<td>38.5</td>
</tr>
<tr>
<td>28</td>
<td>22 oct. 1979</td>
<td>160 h</td>
<td>228.0</td>
<td>375.0</td>
<td>16.5</td>
</tr>
<tr>
<td>29</td>
<td>15 aug. 1980</td>
<td>22 h</td>
<td>35.7</td>
<td>86.7</td>
<td>51.0</td>
</tr>
<tr>
<td>30</td>
<td>26 aug. 1980</td>
<td>30 h</td>
<td>49.5</td>
<td>90.7</td>
<td>45.0</td>
</tr>
<tr>
<td>31</td>
<td>20 sept. 1980</td>
<td>32 h</td>
<td>176.8</td>
<td>591.0</td>
<td>100.0</td>
</tr>
<tr>
<td>32</td>
<td>15 oct. 1980</td>
<td>46 h</td>
<td>141.1</td>
<td>204.2</td>
<td>60.0</td>
</tr>
</tbody>
</table>

*Mean value of 59 raingages.
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Expressions (8) and (9) imply that, for large values of r,

\[ F(r) = 1 - \gamma \exp(-r/g), \]

thus, the EVS are asymptotically EV1 distributed. This function (8) was fitted using a method similar to the method of moments, involving the estimation of four parameters \( \gamma, \beta, \gamma, c \), assuming at first the invariance of the coefficient of variation \( \sigma/\mu \), and fixing the relation:

\[ \gamma = \mu^2/\sigma^2, \]

where \( \mu \) and \( \sigma \) are the mean and the standard deviation of the sample. This gives:

\[ g = (\mu + (\gamma \beta \theta - \mu^2))^{1/\gamma}, \]

\[ c = (\mu - \gamma a)/\beta, \]

with \( \beta = 1 - F(0); \theta = 1 - F(0); \theta = (\mu^2 + \sigma^2)/2 \)

5. COMPARISON OF THREE GRADEX ESTIMATES

Three estimates of the fall gradex were first compared:
* \( g_1 \): slope of the conventional moment fitting of the EV1 model to EVS.
* \( g_2 \): slope of the maximum likelihood fitting of the EV1 model.
* \( g_3 \): parameter of the model (8) computed using formula (10a) above.

Among the 54 recording raingages available in 1982, 25 were selected to carry out this comparison.

5.1. Gumbel Distribution Fitted to Period Maxima by the Method of Moments.

The method was tested on rainfall maxima over periods of 10 days, 15 days, one month, one year (i.e. one season) and two years (two seasons), with special attention paid to possible changes at any breaks in the point swarm. The aim was to determine the minimum sampling period required for correct estimation of the Gumbel parameters by the moments. As a matter of fact, when the empirical distribution does not correspond perfectly to a Gumbel distribution and when a curve or break occurs in the point swarm, this method gives a gradex which is biased by the values at the bottom of the distribution in the second order moment. Several stations offering long duration records were used, such as Montpellier Bel-Air (1922-1980), allowing the determination of maxima over periods of up to three years. The resulting lines of fit for maxima calculated over 5-day, 15-day, 1-month, 1-year, 2-year periods are shown for hourly and daily rainfalls in figure 5, revealing a break starting from the first 5-day period. This break becomes less and less distinct as the period length increases, becoming virtually negligible for annual maxima. For some other stations, monthly maxima series are almost as good as annual maxima series. In figure 5, each EVS displays a straight line asymptotic behavior, the lines being roughly parallel to one another. Expression (4) allows computation of the theoretical distance between the asymptotes; if one asymptote is obtained with a sample of N1 independent observations, and the other with a sample of N2 independent observations, then:
Figure 5. EVS distributions of daily rainfalls at Montpellier Bel-air. The maxima are calculated over 5-day, 15-day, 1-month, 1-year, and 2-year periods.

\[ r_0(N1) - r_0(N2) = \frac{(\log N1 - \log N2)}{\alpha} = g \cdot \log(N1/N2), \]

which is the distance along the rainfall axis. The ratio N1/N2 is equal to 3 when the period P1 is the month and the period P2 the season. The experimental distances measured in figure 6 are very close to these theoretical values. Even though the general asymptotic behavior is the same for each EVS, the EV1 model appears to be suitable only for periods greater than a season in the case of Montpellier Bel-Air and computing \( g_1 \) from the monthly maximum series would lead to an underestimation of the gradient.

5.2. Gumbel Distribution Fitted by the Method of Maximum Likelihood.

The estimate is given by the numerical resolution of the following system:

\[ x = (g_2 + \sum_{i=1}^{n} x_i \exp(-y_i)) / \sum_{i=1}^{n} \exp(-y_i) \]

\[ r_o = -g_2 \log \left( \frac{1}{n} \sum_{i=1}^{n} \exp(-y_i) / n \right) \quad (11) \]

where \( x \) is the mean of the sample \( x \), and \( y_i = x_i/2 \).
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The fit is only good if the sample corresponds perfectly to a Gumbel distribution. Indeed, as soon as there is a slight break, the line fitted by this method shows relatively large deviations with respect to high values (fig.6) and the distribution parameters are underestimated. The same finding prompted Fiorentino and Gabriele (1984) to propose a correction. If $g_2$ is the gradient estimated by the maximum likelihood method, then the corrected parameters may be expressed as:

$$g'_2 = g_2/(1-.8/n),$$

and

$$r'_0 = g'_2*\log(n/\sum \exp(-y_i) - .7* g'_2/n$$

This correction is based on the results of tests on samples simulated according to the Gumbel distribution with $g=1$ and $r_0=0$. To evaluate its performance, we tested it on experimental samples. The correction unfortunately never exceeds 2%, which is insufficient to correct the bias of the M.L. method on our rainfall samples. This was to be expected, since the correction is based on the hypothesis that the population is exactly EV1 distributed, while we are searching for reliable estimates of $g$ for approximately EV1 distributed EV5.

Another approach was taken by Revfeim (1983). In the procedure described in section 3 it was shown that the EV1 model is the limiting form of the cumulative distribution function $F(R)^{N}$, when $N$ tends to infinity, if the PDS model is an exponential. Alternatively, the rain may be defined as a succession of rainfall events, the number of which in a fixed period of time has a Poisson

Figure 6: Fitting the EV1 distribution to monthly maximum distributions.

a: twelve-hour rainfall; Clerieux raingage.
b: two-hour rainfall; Puechaban raingage.
LS: least square fitting to the upper part of the observed distribution.
distribution. If the rainfall depth of each event has an exponential distribution, the extreme value model is also an EV1 distribution, the coefficients of which can be related to the parameters of the underlying process, i.e the mean of the process (\( \mu \)) and the recurrence rate (\( p \)). Refveim (1983) proposed maximum likelihood estimates (\( \hat{\mu}, \hat{p} \)) of these parameters, from which the estimated parameters of the EV1 distribution are readily obtained as:

\[
g^* = 78S_x = \hat{\mu},
\]

where \( S_x \) is the standard deviation of the EV1, and:

\[
r^*(p) = \mu \log \hat{p} = g^* \log \hat{p}
\]

Note that the gradex \( g^* \) is the mean of the underlying process, but this process is not the sequence of every consecutive rainfall considered in the first approach described above. Hence, the method proposes new estimates of the EV1 coefficients, but no additional mean to test the suitability of the model itself for a given EV1. Figure 6 shows how a few low value outliers would lead to a biased estimate of \( g \), especially for methods sensitive to these low values, as maximum likelihood methods generally are.

After devoting a great deal of time and effort to M.L. methods, it appears that they can be ruled out for fitting an EV1 distribution to rainfall data in the Mediterranean region, at least for time steps ranging from 1 to 24 hours.

5.3. Two Component Exponential Function Fitted to all Successive Rainfalls.

Figure 5 shows that increasing the period over which the maxima are determined eliminates the break; however the sample size is reduced (divided by 3 in the case of one season instead of one month). The risk is therefore to have insufficient sample size when using seasonal maxima, even though the sample follows a virtual Gumbel distribution. On the other hand, if the period is decreased, the break becomes increasingly distinct, leading to a limiting case consisting of two lines. This is in particular the case when the period taken is equal to the rainfall duration considered (i.e all consecutive rainfalls are taken). On Gumbel paper, these two lines require a special distribution function corresponding to the sum of two exponentials. This function accounts for both tails of the distribution with the low values represented by the second exponential and the values above a certain threshold dominated by the first exponential. The quality of the fitting of this function to maxima at low durations using expressions 10 a,b,c was poor. In order to improve short time step estimates, an experimental study of the functions \( y = f(t) \) and \( y = f(F(0)) \) was carried out, allowing a function \( CK(t,F(0)) \) to be established, by which \( \gamma = \mu^2 / \sigma^2 \) can be multiplied:

\[
CK(t,F(0)) = \frac{1}{(1-\log(t/24))}
\]

For \( t = 24 \) hours, \( CK(t,F(0)) = 1 \) and its application is not possible for durations greater than 24 hours since it has been established empirically.

With this correction the fit of the two component exponential model was improved for all 25 stations, especially at short time steps (Figure 7). For Montpellier Bel-air (52 years of recording available over the period 1922-1980), it is noteworthy that the gradex obtained by the moment fitting of the EV1 model to seasonal maxima and by the corrected fitting of the two component exponential model are very close. It was also observed that on most EV1 series displaying a break in the low values, a least square fitting to the upper part of the point swarm (Figure 6) provided better gradex estimations than the moment fitting.
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Figure 7 Fitting the two component exponential model to the rainfalls of Montpellier Belair. The parameters of the model are computed using the correction function \( CK(t,F(0)) \).

Table 2 Average ratios of the three estimates, computed on 25 stations. \( g_1 \) is the conventional moment estimate, while \( g_2 \), \( g_3 \) and \( g'_3 \) are calculated using expressions 11, 10a and 12 respectively.

<table>
<thead>
<tr>
<th>Duration (hours)</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>12</th>
<th>24</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1/g_2 )</td>
<td>1.15</td>
<td>1.15</td>
<td>1.20</td>
<td>1.20</td>
<td>1.30</td>
<td>1.40</td>
</tr>
<tr>
<td>( g_1/g_3 )</td>
<td>1.30</td>
<td>1.25</td>
<td>1.20</td>
<td>1.05</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>( g_1/g'_3 )</td>
<td>1.12</td>
<td>1.08</td>
<td>1.04</td>
<td>1.03</td>
<td>0.84</td>
<td>0.80</td>
</tr>
</tbody>
</table>
6. COMPARISON OF THE THREE METHODS

Table 2 shows that:

a) Maximum likelihood estimates (computed with expression (11)) give for all time steps consistently lower estimations of \( g \) than the other two estimates.

b) For time steps greater than 6 hours, the EV1 model gives lower estimates than the two component exponential model. Experiments performed on long duration series indicate that the estimates provided by the later model are more reliable.

c) For short time steps, none of the method is really satisfactory. The estimate \( g_1 \) is good when no break occurs in the point swarm, but underestimates the gradex in cases such as the one in figure 6.

7. CONCLUSION

The fitting of a two component exponential model to all consecutive rainfalls is the method that uses the most hydrometeorological information and appears to be the best as long as the necessary data is available. The method proved to be especially suitable when corresponding extreme value series cannot be well fitted by a Gumbel distribution. In cases where only extreme value series can be used, it was observed that maximum likelihood estimates could not compete with less sophisticated but more efficient moment fitting or least square fitting estimates.

When a break or a curve occurs in the point swarm, the least squares fit accounts for this break, and the upper part of the empirical distribution corresponds to a Gumbel distribution. If this part contains enough values, this method yields gradex estimates close to those of the two component exponential model. However, the robustness of the least squares estimate is poor when there are several high value outliers. The main advantage of working on parent distribution series rather than on extreme value series is therefore the minimization of the influence of these high value outliers, observed in rainfall in the Mediterranean area.
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