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Abstract: This  paper  presents  an optimal rnultithreshold selection algorithm for  
segmerttation of grey level images when objects can be distinguished by their grey level 
values. We  dejke performance nleasures  and  we compare Our algorithm to others. 

1. Introduction 
In computer vision,  thresholding is a fundamental tool for segmentation  of grey level 
images when objects and background pixels can be distinguished by their grey level 
values. The histogram of such  an image is formed by M distinguishable populations. 
By  selecting adequate thresholds Ti, the original image I(x,y) can be transformed into 
another image R(x,y) using  the  rule: V i E [1,M], R(x, y) = M-i  if TM-~  < I(x, y) S 
TMI-i+l. Many  threshold  selection  methods  have  been  proposed  and are summarized in 
[3]. We use the maximum likelihood estimate and minimum classification error to 
compute thresholds. The algorithm is summarized in three steps (for more details see 
[4]): 1) the grey level histogram is approximated by a linear combination of Gaussians, 
2) thresholds are computed  using  minimum  classification  error, 3) edges  and regions are 
labeled using the rule defined  above.  This last step is easy  to  do  and is not described in 
this paper. The first two  steps of the algorithm are presented  in  the  next  two sections. 
Furthermore,  we  describe  performance mesures and compare Our algorithm  to  others. 

2. Histogram Approximation 
The histogram h(x) of a grey level image can be viewed as an estimate of the 
probability density function p(X/O) of populations comprising grey levels of objects 
and background. The random vector X equals to (XI, ... ,xn), where the random 
variable Xi is the abscissa of the histogram. It is often realistic to assume that each 
population p(x/i) of p(X/O) is distributed nomally with distinct parameters. Under 
this assumption, thresholds  can be computed using the Bayes rule defined in terms of 
the mean p(i), the standard deviation o(i) and a  priori probability P(i). We use the 
maximum likelihood estimate of the parameter  vector O =(el, ..., 0M), where 0i=(p(i), 
o(i), P(i)). That is, we compute O such that: maxa p(X / O), subject to constraints: 
'di E [ 1, Ml P(i) 2 O), and P(i) = 1. The analytical resolution of this problem leads 
to   an  i terat ive  a lgori thm,  where  the  parameters   are:  

A good  initial  estimate of parameters  to ensure faster convergence  to  the correct solution 
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based  on the uniformity  of  regions  and the accuracy  in  the  location  of  their  border  edges. 
For a  bimodal  histogram, we define  performance  measures of a  thresholding algorithm 
by P(T) = U(T)  S(T).  U(T)  is an  uniformity  measure  of the two regions  depending on 
the summation of their  standard  deviations. S(T) is their shape measure  depending on 
the contrast of their border  edges. Table 1  summarizes the performance  evaluation of 
algorithm of Kittler and al.[l], Punk algorithm [2], Our algorithm,  and the optimal 
values. In addition to  U(T) , S(T), P(T), and  T  this  table  gives  the  execution time 
and the modality merit B(T) computed  at the optimal  threshold.  U(T) = 0.928 (74) 
means that 74 is the threshold T for each  U(T) is maximal  and is equal  to  0.928. It 
should be  noted that the performance of Kittler's  algorithm  are  more sensitive to  B(T). 
Pun's  algorithm is the  faster.  Our  algorithm  provides  homogeneous  regions  and accurate 
localization of border  edges. 

a.  b. C. 
Figure 1: a)  Image, b) Histogram, c) Edges resultsfronz Our algorithm. 

Table 1: Evaluation of the three algorithms. We used two images of 256 grey levels: 
popular cameranzen  image (cm) and date image (geol). 

REFERENCES 
[l] J. Kittler and J. Illingworth.  Minimum Error Thresholding. Pattern Recognition, 

[2] T.  Pun.  Entropic  Thresholding:  A New Approach. Computer Vision, Graplzics 
and  Image Processing, 16:210-239,  1981. 

[3] P. K. Sahoo, S. Soltani, A.K.C. Wong, and Y.C. Chen. A Survey of 
thresholding techniques. Computer Vision,  Graphics and Image Processing, 

[4] D. Ziou. Edges detection in  grey level images: design and selection of edge 
detectors. PHD  thesis,  Institut  National  Polytechnique de Lorraine,  France,  1991, 
(in french). 

19(1):  41-47,  1986. 

41:233-260,  1988. 

- 299 - 


