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Data Science Toolkit (DST) is a python library built as a wrapper layer on top of several libraries to increase the
abstraction level of the code, making its users more efficient and productive. The current version is widely used
in our ongoing research activities that focus on optimizing agricultural management practices using artificial
intelligence. DST adopts an object-oriented approach in implementing data science algorithms and is therefore
composed of multiple classes such as the DataFrame class that adds additional functionalities to the standard

pandas dataframe and the Model class that facilitates the building, training, and evaluation of machine learning

models.
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1. Introduction

Data is considered the oil of the 21st century, and processing it is
therefore essential for success. Data can be used in almost all domains,
including providing quantitative guidance on future business strategies
and operations [1], helping diagnose disease in healthcare [2,3], sup-
porting decision-making for policymakers [4], monitoring the Earth for
sustainability [5], preventing severe climate events, analyzing the big
data generated by sensors to make agriculture more sustainable [6],
and to participate in resolving global hunger challenges.

Data science emerges as the new independent knowledge domain
that provides the necessary skills to deal with, and conduct projects
related to this new resource (data). A successful data scientist must
have several prerequisites such as mathematics (statistics, linear alge-
bra, graph analysis, optimization, etc.), computer science (databases,
storage, visualization, programming, etc.), and domain knowledge of
the problem at hand.

Various programming languages such as R and MATLAB are used
by data scientists to perform tasks like statistics, matrix calculations,
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Fig. 1. The general architecture of DST.

visualization, and so on. However, Python has become the most popular
tool to use in the data science field because it is easy to learn no
matter what your background or experience is, and has a huge com-
munity to help in case of errors in almost all domains. The diversity
and availability of a huge number of libraries is also an important
contributing factor to its celebrity, making it the best choice for a
data scientist. For example, the mathematical library NumPy [7] for
scientific computing, Pandas [8] for data analysis, Skit-learn [9] and
TensorFlow [10] for machine learning and deep learning applications,
not to mention that there are also Python packages that allow calling
code in other languages to benefit from the speed of compiled code
such as the case for NumPy. Additionally, Python is suitable for both
development and production environments.

To contribute from our perspective to the Python community, we
developed the Data Science Toolkit library (DST) which is an open-
source, low-code library that comes as a wrapper on top of various
commonly used libraries and comes with additional functionalities with
the goal of using as little code as possible and keeping the code closer
to the human language.

2. Functionalities

The Data Science Toolkit Library adopts an Object-Oriented ap-
proach to encapsulate and hide information, enabling its users to be
more productive and focus on the problem instead of dealing with
the level of detail and internal implementations that do not matter
to them. The current version contains six classes (Fig. 1), where each
class contains a collection of data (attributes) with associated behaviors
(methods or functions) and can interact with and serve other classes
when needed.

2.1. Data processing and exploratory data analysis
The DST provides various data processing and exploratory analy-

sis algorithms that enhance the standard data structure used by the
pandas’s library. These functionalities include, but are not limited to:

Dealing with missing data by automatically providing statistics of
them, and then apply different implemented filling methods.
Various column transformation and features engineering methods
such as one-hot encoding, scaling using the MinMax, Standard or
custom scalers, or transforming a column by applying calculations
using a combination of other columns, etc.

Querying, filtering and searching in a particular column either by
using regular expressions patterns or by using SQL-like expres-
sions.

Dealing with time series by providing data imputation meth-
ods, performing analyses, downscaling, upscaling, and transform-
ing them into data generators that are an example of the ac-
cepted input for supervised machine learning regression models
in forecasting and prediction tasks.

2.2. Data visualization

Human is a visual creature, and he cannot interpret or get insights
from large amounts of data. By using visualizations, he gets a better
idea of what the data at hand contains in terms of patterns or cor-
relations that may exist in it. In data science, data visualization is a
crucial step, and the Chart class is the DST response to this. It accepts
a dataframe object as a parameter and then creates data visualizations
depending on requirements. It is built on top of mathplotlib [11],
seaborn [12], and other libraries to provide various types of charts such
as comparison plots, relationship plots, composition plots, distribution
plots, and geoplots.

2.3. Machine learning modeling

The DST contains the class Model that is designed to make ma-
chine learning modeling straightforward. Before training models, DST
allows feature selection that is a vital step in improving the models’
performance. This is done by calculating the features’ importance or
relevance by measuring the predictive impact of each feature. Addition-
ally, DST enables building various machine learning models (K-Nearest
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Neighbors [13], Decision Tree [14], Random Forest [15], Naive Bayes,
Support Vector Machine [16], Linear and Logistic Regression, XQ-
boost [17]) and deep learning models [18] (Feed Forward Neural
Network, Convolutional Neural Network, Recurrent Neural Network,
Long Short Term Memory [19]) with ease and in just a few lines
of code. It then does the data splitting and shuffling it randomly
internally and provides the most used evaluation metrics for both
classification (confusion matrix, accuracy, recall, precision, f-score, Re-
ceiver Operating Characteristic, Area Under the Curve) and regression
(The coefficient of determination R%, Mean Squared Error, Root Mean
Squared Error, Mean Absolute Error, Median Absolute Error, and Mean
Squared Log Error) tasks after the training is completed. It also manages
the import and export of trained or pre-trained models for deployment
in a production environment.

2.4. Lib class of DST

The Lib class of DST is a static class that serves other components
with implementations of auxiliary algorithms with the objective of
not reinventing the wheel. These algorithms range from mathematical
functions (The Greatest Common Divisor, the Least Common Multiple,
verifying a prime number, decomposition into prime numbers, etc.),
to read/write files, string manipulation, etc. In addition, users can
add their own customized functions to this class, which may help
them in implementing methods depending on their specific needs and
requirements, which is true for other classes as well since DST was
developed with reusability, clean code (readable, simple, and concise)
and modularity in mind.

2.5. Image processing

DST has an ImageFactory class that deals with Image I/O and
display operations. This class includes implementations of image pro-
cessing algorithms such as resizing, cropping, rotating, calculating and
plotting histograms, grayscale conversion, thresholding or binarization,
applying convolutions with different types of filters or masks, finding
contours, and between-image mathematical equations, and so on.

2.6. Geographic information system

The GIS class provides several functions to facilitate the processing
of geospatial data (shapefiles, geoJSON, etc.) and stores this data as
layers. It enables visualizing these layers in a customizable geographical
map, calculating distances and areas, data transforming, adding/editing
new shapes, and more.

3. Impact

The Data Science Toolkit library is under active and continuous
development. The current version has been used already in our research
activities, among others, to: (1) crop recommendation and weather
forecasting [20], where we investigated several machine learning and
deep learning models to recommend the best crop to grow and forecast
the hourly average air temperature using the Long-Strong-Term Mem-
ory (LSTM) that represents the next generation of Recurrent Neural
Network (RNN) and Facebook prophet model [21]. (2) The accepted
paper titled "Early estimation of daily reference evapotranspiration us-
ing machine learning techniques for efficient management of irrigation
water" where DST was used in all phases of implementing the proposed
method, including cleaning the meteorological data, data analysis and
handling missing values, calculation of correlations between different
meteorological data, measuring the importance of wind speed, wind
direction, relative humidity, global solar radiation, air temperature, and
rainfall for the prediction of the target variable which is the reference
evapotranspiration (ET,). DST was also used in the machine learning
modeling phase ranging from building and training, to the evaluation
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of the Decision Tree, Random Forest, Support Vector Machine (SVM),
K-Nearest Neighbors (K-NN), Linear Regression and XGBoost machine
learning models; not to mention ongoing research work where DST is
used in our day-to-day development, implementation, and testing of
hypotheses and proposed research methods related to using artificial
intelligence to determine the itinerary for optimal crop growth and
development with efficient management of irrigation water.

4. Further development

Regarding our future roadmap, we will certainly continue using the
library in our future research work and encourage other researchers to
use it by promoting it in scientific events and developing simplified
documentation and tutorial notebooks that cover all the power it
provides, especially for educational purposes. We are also aiming to
expand the Data Science Toolkit by adding more classes and implemen-
tations related to the data science field, such as reinforcement learning,
unsupervised learning, and heuristic algorithms, to name a few. In
addition, we will continue to enhance and improve the current classes
to keep the library up to date. Not to mention that the open-source
community can also contribute to the library by sending GitHub Pull
Requests.
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