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A B S T R A C T

Low mode internal waves are able to propagate across ocean basins and modulate ocean dynamics thousands
of kilometers away from their generation sites. In this study, the impact of remotely generated internal waves
on the internal wave energetics near the U.S. West Coast is investigated with realistically forced regional
ocean simulations. At the open boundaries, we impose high-frequency oceanic state variables obtained from
a global ocean simulation with realistic atmospheric and astronomical tidal forcing. We use the Discrete
Fourier Transform (DFT) technique in separating ingoing and outgoing internal tide energy fluxes at the open
boundaries in order to quantify internal tide reflections. Although internal tide reflections are reduced with
increasing sponge viscosity and/or sponge layer width, reflection coefficients (𝜆) can be as high as 73%. In
the presence of remote internal waves, the model variance and spatial correlations become more in agreement
with both mooring and altimetry datasets. The results confirm that an improved internal wave continuum
can be achieved in regional models with remote internal wave forcing at the open boundaries. However, care
should be taken to avoid excessive reflections of internal waves from the interior at these boundaries.
1. Introduction

Internal waves are well known to extend their footprints into
ceanographic measurements — in situ (e.g., Waterhouse et al., 2014),
emotely sensed (e.g., Ray and Zaron, 2011, 2016), and acoustic

measurements (e.g., Dushaw et al., 1995; Li et al., 2009). These baro-
clinic motions play a key role in multiple oceanic processes, including
diapycnal mixing (e.g., Kunze et al., 2002), transport of sediments
(e.g., Sinnett et al., 2018), and transport of high nutrient waters from
the deep part of the ocean to the surface (e.g., Tuerena et al., 2019).
The dissipation of barotropic tides by means of scattering into internal
tides at rough bathymetry in the open ocean has been suggested
to be responsible for half of the power required to maintain the
meridional overturning circulation (Munk and Wunsch, 1998; Egbert
and Ray, 2000, 2003). This demonstrates how important it is to track
internal wave energy pathways from generation to dissipation to better
understand the large-scale ocean circulation and ocean climate.

Although there is a growing effort directed towards increasing
the resolution of oceanographic measurements, one of which is the
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upcoming Surface Water and Ocean Topography (SWOT) altimeter
mission (Fu et al., 2012; Wang et al., 2018), the large spatio-temporal
resolution of numerical ocean models cannot be matched. However, the
ability of numerical ocean circulation models to resolve physical pro-
cesses at smaller spatio-temporal scales such as sub-mesoscale eddies
and internal waves, requires relatively fine horizontal and/or vertical
grid resolutions (van Haren et al., 2004). Implementation of these
resolutions in global ocean circulation models may incur a significant
computational expense. To overcome this problem, regional ocean
circulation models with resolutions much higher than are feasible in
global simulations are used (e.g., Buijsman et al., 2012; Kelly et al.,
2012; Kumar et al., 2019; Nelson et al., 2020).

Regional models are forced at the lateral open boundaries with
data from climatologies and global or basin scale model simulations
(e.g., Chassignet et al., 2007; Zamudio et al., 2008; Buijsman et al.,
2012; Chen et al., 2013) to prevent significant drift away from the
realistic ocean state. Choosing the right open boundary conditions
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(OBCs) is also important in mitigating discontinuities at the open
boundaries (Marchesiello et al., 2001). Over the past decades, it has
een a conventional practice to force regional models at the open
oundaries with only sub-inertial fields and barotropic tides, and sig-
ificant progress has been made towards developing appropriate OBCs
or these motions (e.g., Flather, 1976; Marchesiello et al., 2001; Mason
t al., 2010). However, in past studies of global internal tides and near-
nertial waves (NIWs), it has been shown that these waves reach the
oastal margins (e.g., Arbic et al., 2004; Simmons et al., 2004; Simmons
nd Alford, 2012; Waterhouse et al., 2014; Buijsman et al., 2016, 2020;
aja et al., 2022). Hence, it may also be important to include remote
uper-inertial internal gravity waves from global internal wave models,
uch as those cited above, at the regional model open boundaries.

It has been shown that the frequency spectra for regional mod-
ls lack energy at super-tidal frequencies compared to observations
e.g., Kumar et al., 2019; Mazloff et al., 2020). To obtain better agree-

ment between regional models and observations for the high-frequency
continuum spectra, remotely generated internal wave forcing should
be included at the open boundaries (Nelson et al., 2020). Nelson et al.
2020) and Gong et al. (2021) forced their regional simulations with
igh-frequency baroclinic fields acquired from the Massachusetts Insti-
ute of Technology general circulation model (MITgcm) LLC4320 global
imulation (Rocha et al., 2016) and the High-resolution Empirical Tide
HRET) model (an altimeter-constrained internal tide model, Zaron,
019), respectively. Nelson et al. (2020) found that the regional model

frequency spectra agreed better with observations and the predictions
of the Garrett and Munk (1975) spectrum up to 72 cycles per day
(cpd), over what is seen in the global MITgcm LLC4320 simulation.
Although these recent studies were able to obtain improved internal
wave dynamics in their regional simulations, little attention was paid
to the possibility of internal wave reflections at the open boundaries.

In this study, we provide evidence that energy build-up can occur
in the domain due to internal tide reflections at the open boundaries.
We look at how well Orlanski and Specified OBCs in combination
with sponge layers mitigate boundary reflections of internal tides from
the interior. We also assess how much the regional simulation with
remote internal wave forcing improves when compared to observations.
We choose to model the California Current System (CCS) region be-
cause it contains a strong internal tide generator, i.e., the Mendocino
Escarpment, and the local internal wave energetics are affected by
remotely generated internal tides, e.g., from Hawaii, and equatorward
propagating NIWs. The eddy-rich CCS region is also an ideal site to
study internal wave-eddy interactions (to be examined in a future
paper). Lastly, the CCS region will be one of the sites for the SWOT
Calibration and Validation (Cal/Val) experiment (Wang et al., 2018).

The layout of this paper is as follows. In Section 2, we describe the
setup of our ocean circulation model, the boundary forcing, the open
boundary conditions, the internal wave energy equations, the internal
wave reflection analysis, and the validation datasets. We present our
results on open boundary sensitivity analysis and model-data compar-
isons in Section 3. In Section 4, we discuss our findings. Finally, our
conclusions are presented in Section 5.

2. Methodology

2.1. Model setup

We use the Regional Ocean Modeling System (ROMS) to simulate
the internal wave energetics near the U.S. West Coast (USWC). ROMS
is a 3-dimensional, primitive-equation, free-surface, and split-explicit
regional ocean model. It makes use of an orthogonal curvilinear co-
ordinate system in the horizontal plane and a topography-following
(𝜎-) vertical coordinate system. Its forward–backward feedback time-
stepping algorithms-based hydrodynamic computational kernel adopts

a novel temporally averaging filter which ensures that slow baroclinic
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motions are not contaminated via aliasing of unresolved barotropic
signals (Shchepetkin and McWilliams, 2005).

We use the ROMS configuration of Renault et al. (2021). Our ROMS
regional simulations of the USWC feature a 4-km horizontal resolution,
defined on a C-grid (Fig. 1). Our computational grid covers a significant
portion of the USWC with the northernmost and southernmost vertices
at 51.08◦N and 22.71◦N, respectively. The grid has 437 x 662 cells
with a total area of approximately 1744 x 2644 km2. The curvilinear
grid is rotated at an angle of 28.7◦ in an anticlockwise manner relative
to the eastward direction. Along the vertical direction, our regional
simulations feature 60 𝜎-levels. The surface and bottom refinement
tretching parameters (𝜃𝑠 and 𝜃𝑏) and pycnocline depth (ℎ𝑐) are 6, 3

and 250 m, respectively (Shchepetkin and McWilliams, 2009).
The bathymetry for the regional simulations is taken from the 30-arc

second resolution SRTM30-PLUS global topography grid (Becker et al.,
2009). Except for the eastern boundary, the other three boundaries of
our computational domain are open. To minimize depth mismatches at
the open boundaries between the child and parent domains, we modify
the child’s topography using

ℎ𝑐𝑚 = 𝛼ℎ𝑐 + (1 − 𝛼)ℎ𝑝, (1)

where ℎ𝑐𝑚, ℎ𝑐 and ℎ𝑝 are the modified child grid, original child grid,
nd parent grid topography, respectively, and 0 ≤ 𝛼 ≤ 1 over a narrow

strip in the vicinity of the open boundaries. The parent grid is from a
global HYbrid Coordinate Ocean Model (HYCOM) simulation, which is
described in Section 2.1.1.

At the open boundaries, we specify high-frequency (𝜔 > 0.67 cpd)
ceanic state variables extracted from the global HYCOM simulation.
ceanic low-frequency (𝜔 < 0.67 cpd) forcing fields are also specified
t the open boundaries but they are obtained from a 12-km horizontal
esolution ROMS simulation of the North-east Pacific. Low-frequency
ceanic processes such as subtidal and mesoscale flows have temporal
cales smaller than 1 cpd. To retain these motions and minimize the
eakage of tidal energy to the subtidal band, we choose a 36 h (0.67
pd) cutoff period. An extensive validation of the low-frequency fields
or our domain is documented in Renault et al. (2021).

Atmospheric forcing for all our simulations is derived from a 6-
km horizontal resolution uncoupled regional version of the Weather
Research and Forecast (WRF) model (Skamarock et al., 2008; Renault
et al., 2016). The WRF model uses a bulk formula (CORE, Large, 2006)
with a parameterization of the current feedback to the atmosphere to
estimate the surface evaporation and turbulent heat and momentum
fluxes (Renault et al., 2020). We use hourly fields of 10-m wind,
air temperature and humidity at 2 m, shortwave radiation, longwave
radiation, and precipitation to force the ROMS simulations.

2.1.1. High-frequency boundary forcing
Remote high-frequency boundary forcing with 𝜔 > 0.67 cpd for

our regional simulations is derived from a simulation of global HY-
COM (Bleck et al., 2002; Wallcraft et al., 2003) that includes realistic
atmospheric and tidal forcing (e.g., Arbic et al., 2010, 2018; Shriver
et al., 2012). HYCOM uses a hybrid vertical coordinate system with
𝑧-coordinates in the surface mixed layer, isopycnal layers in the open
ocean and 𝜎-coordinates over the coastal shelf. We force our ROMS
domain with the global HYCOM expt_06.1 simulation (Buijsman et al.,
2017, 2020), which has a nominal 8-km horizontal resolution and
41 hybrid layers in the vertical direction. The expt_06.1 bathymetry
is based on the GEBCO_08 topographic database (https://www.gebco.
net/). In conjunction with astronomical tidal forcing for the K1, O1,
M2, S2, and N2 tidal constituents, the non-data-assimilative expt_06.1
simulation utilizes realistic atmospheric forcing from the U.S. NAVY
Global Environmental Model (NAVGEM) (Hogan et al., 2014). To ac-
count for the generation and dissipation of unresolved internal wave
modes, expt_06.1 adopts a linear topographic wave drag scheme (Jayne

and St. Laurent, 2001). Expt_06.1 has been exclusively validated against

https://www.gebco.net/
https://www.gebco.net/
https://www.gebco.net/
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moorings and altimetry (e.g., Arbic et al., 2018; Buijsman et al., 2020;
uecke et al., 2020).

Hourly model output of zonal and meridional velocity components
and 𝑣, temperature 𝑇 , salinity 𝑆 and sea surface height 𝜂 for the

eriod from 01 October, 2011 to 30 September, 2012 are obtained
rom HYCOM expt_06.1. We apply a 5th order Butterworth filter with
36 h cutoff to extract the high-frequency components of these fields.
or every time step, we employ ROMS pre-processing MATLAB tools
or the horizontal and vertical interpolation of HYCOM fields to the
OMS open boundaries. Before forcing our model with the interpo-

ated HYCOM fields, we ensure that the interpolation schemes perform
atisfactorily (see Fig. 2). Our initialization file consists of ROMS low-
requency + HYCOM high-frequency oceanic state variables for 01
ctober, 2011. The weblinks to the MATLAB scripts for HYCOM to
OMS interpolation and all other relevant code scripts and datasets we
se in this study are listed in the Acknowledgments.

.1.2. Open boundary conditions
We conduct open boundary condition (OBC) sensitivity experiments

hat use Specified or Flather OBC (Flather, 1976; Mason et al., 2010)
for barotropic velocities and sea surface height, and Specified or mod-
ified Orlanski OBC (Marchesiello et al., 2001) for baroclinic veloci-
ties and tracers. Based on the type of OBC adopted for barotropic–
baroclinic fields, we categorize our simulations into three groups:
Specified–Specified (SS), Flather–Specified (FS) and Flather–Orlanski
(FO) simulations (Table 1).

The Flather OBC (Flather, 1976) is a radiation OBC based on the
Sommerfeld condition (Chapman, 1985). The mathematical expression
for the Flather OBC is

𝑢⟂ = 𝑢𝑒𝑥𝑡⟂ −
√

𝑔
ℎ
(

𝜂 − 𝜂𝑒𝑥𝑡
)

, (2)

where 𝑢⟂ is the normal barotropic velocity at the open boundary, 𝑢𝑒𝑥𝑡⟂
is the corresponding external 𝑢⟂, 𝜂𝑒𝑥𝑡 is the external sea surface height,
ℎ is the depth of the water column and 𝑔 is the acceleration due
to gravity. The Flather OBC allows for mismatches between external
barotropic information and interior solutions to be radiated out of the
domain with the speed of a shallow-water surface gravity wave (

√

𝑔ℎ).
modified version of the Flather OBC suitable for staggered C-grid
odels such as ROMS, whose velocities and sea surface height are not

o-located is extensively described in Mason et al. (2010).
The modified Orlanski OBC (Marchesiello et al., 2001) uses a

adiative-relaxation numerical scheme. The mathematical expression
or this adaptive numerical scheme is
𝜕𝜙
𝜕𝑡

+ 𝑐𝑥
𝜕𝜙
𝜕𝑥

+ 𝑐𝑦
𝜕𝜙
𝜕𝑦

= −1
𝜏
(𝜙 − 𝜙𝑒𝑥𝑡), (3)

where 𝜙 represents any of the baroclinic variables/tracers in the do-
main, 𝜙𝑒𝑥𝑡 is the corresponding external variable at the open bound-
aries, 𝜏 is the nudging coefficient, and 𝑐𝑥 and 𝑐𝑦 are the dominating
wave phase speeds in the 𝑥 and 𝑦 directions, respectively. Eq. (4)
is a modified version of the Orlanski OBC (Orlanski, 1976) with the
addition of the nudging term − 1

𝜏 (𝜙 − 𝜙𝑒𝑥𝑡). During the active state
(i.e., ingoing fluxes), ocean state variables in the nudging layer are
relaxed towards the boundary forcing fields, and the open bound-
ary switches to the radiative type when fluxes are directed outwards
(i.e., passive). The open boundary becomes active when the computed
normal phase speed 𝑐𝑥 close to the boundary is negative and vice-versa
when it is passive. We choose a relatively weak nudging coefficient for
the passive state (𝜏𝑜𝑢𝑡 = 30 days) and consider a stronger coefficient
for the active state (𝜏𝑖𝑛 = 0.005 day). We observe that 𝜏𝑖𝑛 > 0.01 day
imits the radiation of remotely generated internal waves at the open
oundaries, i.e., under-specification, while we choose 𝜏𝑜𝑢𝑡 such that
𝑜𝑢𝑡 ≫ 𝜏𝑖𝑛 (Marchesiello et al., 2001).

Unlike the Flather and Orlanski OBCs that have radiation compo-

ents in their numerical schemes, the Specified OBC is a clamped OBC.
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Table 1
Barotropic–baroclinic boundary conditions and energy terms for 12 regional simula-
tions. Semidiurnal band (1.60 cpd ≤ 𝜔 ≤ 2.67 cpd), area-integrated, depth-integrated
and time-mean (01 July–31 August, 2012) baroclinic Horizontal Kinetic Energy ⟨𝐻𝐾𝐸⟩

and area-integrated and time-mean barotropic to baroclinic tide conversion ⟨𝐶⟩

estimates are shown. ⟨..⟩ denotes time-mean. Prefixes SS, FS and FO stand for Specified–
Specified, Flather–Specified, and Flather–Orlanski simulations, respectively. FS800a is
the only simulation without remote internal wave forcing.

Simulation Sponge width 𝐴ℎ 𝜏𝑖𝑛∕𝜏𝑜𝑢𝑡 ⟨𝐻𝐾𝐸⟩ ⟨𝐶⟩

(frac. of domain width) (m2/s) (days) (PJ) (GW)

SS100 1/12 100 N/A 1.72 1.60
SS200 1/12 200 N/A 1.57 1.61
SS400 1/12 400 N/A 1.46 1.60
SS600 1/30 600 N/A 1.41 1.56
SS800 1/30 800 N/A 1.34 1.56
FS600 1/30 600 N/A 1.59 2.04
FS800a 1/30 800 N/A 0.89 1.87
FS800b 1/30 800 N/A 1.59 2.08
FO100 1/12 100 0.005/30 1.85 2.00
FO200 1/12 200 0.005/30 1.73 2.00
FO300 1/12 300 0.005/30 1.64 2.00
FO600 1/30 600 0.005/30 1.62 2.00

At the open boundaries, oceanic state variables at every time step are
set to those of the parent grid for the Specified OBC.

𝜙 = 𝜙𝑒𝑥𝑡, (4)

where 𝜙 is any oceanic state variable and 𝜙𝑒𝑥𝑡 is the corresponding
xternal value.

For all our simulations, we add sponge layers at the open bound-
ries. Previous studies have shown that the inclusion of these buffer
ones at the open boundaries can assist in preventing over-specification
ssues that may arise due to artificial reflections (e.g., Palma and
atano, 1998; Marchesiello et al., 2001; Nycander and Doos, 2003).
o better understand the effect of the sponge layer on our simulations,
e consider different sponge layer widths and horizontal viscosity
alues (𝐴ℎ). The shape function for our sponge layers follows that
f a half-cosine function with viscosity increasing from zero at the
ponge interior to a maximum value at the open boundaries. Table 1
hows the sponge width and maximum viscosity values for all the
imulations and nudging time scales for simulations with the Flather
nd modified-Orlanski OBCs, i.e., the FO simulations.

.2. Internal tide energetics

To examine the internal tide generation, radiation, and dissipation
ithin our computational domain, we apply the depth-integrated and

ime-mean baroclinic energy balance equation (Carter et al., 2008;
elly et al., 2010; Kang and Fringer, 2012)
⟨

d𝐸
d𝑡

⟩

+ ⟨∇𝐻 ⋅ 𝐅⟩ = ⟨𝐶⟩ − ⟨𝐷⟩, (5)

where 𝐸 represents the total depth-integrated baroclinic energy, ∇𝐻 ⋅𝐅
is the pressure flux divergence, 𝐶 is the barotropic to baroclinic tide
conversion, and 𝐷 is dissipation. ∇𝐻 = 𝜕

𝜕𝑥 𝑖 +
𝜕
𝜕𝑦 𝑗 and ⟨..⟩ represents

time averaging.
The total depth-integrated baroclinic energy 𝐸 is the sum of the

depth-integrated baroclinic horizontal kinetic energy (𝐻𝐾𝐸) and the
available potential energy (𝐴𝑃𝐸). For a water column of depth ℎ, 𝐻𝐾𝐸
and 𝐴𝑃𝐸 can be expressed as

𝐻𝐾𝐸 =
𝜌0
2 ∫

0

−ℎ

(

𝑢′(𝑧)2 + 𝑣′(𝑧)2
)

d𝑧, (6)

𝐴𝑃𝐸 =
𝜌0
2 ∫

0

−ℎ
𝑁(𝑧)2𝜉(𝑧)2d𝑧, (7)

where 𝜌0 = 1027.4 kg/m3, 𝐮′(𝑧) = 𝑢′(𝑧)𝑖+𝑣′(𝑧)𝑗 is the baroclinic velocity
vector, 𝑁(𝑧) is the buoyancy frequency, and 𝜉(𝑧) is the isopycnal



O.Q. Siyanbola, M.C. Buijsman, A. Delpech et al. Ocean Modelling 181 (2023) 102154

Fig. 1. Bathymetry near the U.S. West Coast. The black continuous lines are the 200, 1000, 2000, and 4000 m seafloor depth contours and the dashed black polygon represents
the extent of our ROMS model computational domain.

Fig. 2. Snapshots of temperature 𝑇 (top 1000 m depth) and velocity 𝑢 at 01:00:00 on 01 October, 2011 along the western boundary for HYCOM (a, c) and ROMS (b, d),
respectively. This figure shows that the interpolated fields of ROMS agree well with the original HYCOM fields.
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displacement at depth 𝑧. The baroclinic velocities are defined such that

𝐮′ = 𝐮 − 𝐔, (8)

where 𝐮 is the total velocity, and 𝐔 = 1
ℎ+𝜂 ∫

𝜂
−ℎ 𝐮(𝑧)d𝑧 is the barotropic

elocity. We compute the depth-integrated baroclinic flux as (Nash
t al., 2005)

= ∫

0

−ℎ
𝐮′(𝑧)𝑝′(𝑧)d𝑧, (9)

here 𝑝′ is the pressure perturbation. The depth integration of the
aroclinic velocities and pressure perturbations are equal to 0. We
ompute barotropic to baroclinic tide conversion as

= 𝑝′(𝑧 = −ℎ)𝐔 ⋅ ∇𝐻 (−ℎ), (10)

here 𝑝′(𝑧 = −ℎ) is the near-bottom pressure perturbation. We do not
ompute dissipation explicitly; it is the residual of the sum of all other
erms in Eq. (5).

.3. Estimation of internal wave reflections

We quantify internal wave reflections at the open boundaries with
Discrete Fourier Transform (DFT) technique, which separates ingoing
nd outgoing waves (Gong et al., 2021), in combination with an
nternal wave energy budget of the sponge layer. In the Appendix, we
llustrate the good performance of the DFT technique on an analytical
ode 1 standing wave and on a complex wave field from HYCOM. We

pply the DFT technique to 𝑢′, 𝑣′ and 𝑝′ along transects perpendicular
o the open boundaries and repeat this process for the 60 vertical
ayers. Each transect along which the DFT technique is applied is
20 km long and equals two mode 1 M2 internal tide wavelengths in
he USWC (Buijsman et al., 2020). The total baroclinic flux, can be
xpressed as

= ∫

0

−ℎ
(𝑝′𝑖𝑛 + 𝑝′𝑜𝑢𝑡)(𝐮

′
𝑖𝑛 + 𝐮′𝑜𝑢𝑡)d𝑧

= ∫

0

−ℎ
𝑝′𝑖𝑛𝐮

′
𝑖𝑛d𝑧

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
𝐹𝑖𝑛

+∫

0

−ℎ
𝑝′𝑜𝑢𝑡𝐮

′
𝑜𝑢𝑡d𝑧

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
𝐹𝑜𝑢𝑡

+∫

0

−ℎ
𝑝′𝑖𝑛𝐮

′
𝑜𝑢𝑡d𝑧 + ∫

0

−ℎ
𝑝′𝑜𝑢𝑡𝐮

′
𝑖𝑛d𝑧

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝐹𝑐𝑟𝑜𝑠𝑠

, (11)

here 𝐹𝑖𝑛 and 𝐹𝑜𝑢𝑡 represent the depth-integrated ingoing and outgoing
lux components, respectively, and the last two terms are the cross
erms 𝐹𝑐𝑟𝑜𝑠𝑠.

A schematic showing the different fluxes that contribute to the
emidiurnal internal wave energy budget of the sponge layer is pre-
ented in Fig. 3. We obtain 𝐹𝑖𝑛 and 𝐹𝑜𝑢𝑡 by depth-integrating unidirec-
ional ingoing and outgoing fluxes at the sponge interior edges. We do
ot consider the cross terms in Eq. (11) because they are very small
fter time averaging. 𝐹𝐻𝑌𝐶𝑂𝑀 represents the depth-integrated unidi-
ectional ingoing flux from HYCOM, 𝐹𝑐𝑜𝑛 is the barotropic to baroclinic
ide conversion in the sponge layer normalized by the length of the
nterior sponge boundary, and 𝐹𝑟 is the depth-integrated unidirectional
eflected flux into the interior of the domain.

In the absence of reflections at the open boundaries, neglecting
issipation of 𝐹𝐻𝑌𝐶𝑂𝑀 and assuming that the flux due to the barotropic
o baroclinic tide conversion in the sponge layer propagates into the
nterior of the domain, we expect ⟨𝐹𝑜𝑢𝑡⟩ to balance ⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩ + ⟨𝐹𝑐𝑜𝑛⟩.
n this study, we treat the excess in ⟨𝐹𝑜𝑢𝑡⟩ as reflected flux and a deficit
n ⟨𝐹𝑜𝑢𝑡⟩ as an indication of the over-damping of 𝐹𝐻𝑌𝐶𝑂𝑀 due to the
ponge layer. Because the sponge layer is expected to dampen some
f the internal tide signals and we are not sure what fraction of the
issipation in this buffer zone comes from 𝐹𝐻𝑌𝐶𝑂𝑀 , 𝐹𝑖𝑛, and/or the
ocal conversion, we create ranges for our reflection estimates (⟨𝐹𝑟,1⟩

⟨𝐹𝑟⟩ ≤ ⟨𝐹𝑟,4⟩) based on the following assumptions:

1. All dissipation in the sponge layer comes from 𝐹𝑖𝑛: ⟨𝐹𝑟,1⟩ = ⟨𝐹𝑜𝑢𝑡⟩

- ⟨𝐹 ⟩ - ⟨𝐹 ⟩
𝐻𝑌𝐶𝑂𝑀 𝑐𝑜𝑛

5

2. 𝐹𝑐𝑜𝑛 is completely dissipated in the sponge layer and the remain-
ing dissipation in the sponge layer is from 𝐹𝑖𝑛: ⟨𝐹𝑟,2⟩ = ⟨𝐹𝑜𝑢𝑡⟩ -
⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩

3. One-third of the dissipation in the sponge layer is from 𝐹𝐻𝑌𝐶𝑂𝑀 :
⟨𝐹𝑟,3⟩ = ⟨𝐹𝑜𝑢𝑡⟩ - ⟨𝐹𝑐𝑜𝑛⟩ - (⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩ - 1

3 ⟨𝐷⟩)
4. 𝐹𝑐𝑜𝑛 is completely dissipated in the sponge layer and one-third of

the remaining dissipation in the sponge layer is from 𝐹𝐻𝑌𝐶𝑂𝑀 :
⟨𝐹𝑟,4⟩ = ⟨𝐹𝑜𝑢𝑡⟩ - (⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩ - 1

3 (⟨𝐷⟩ − ⟨𝐹𝑐𝑜𝑛⟩))

We choose one-third of the dissipation in the third and fourth assump-
tions because 𝐹𝑖𝑛 is expected to travel twice the distance than 𝐹𝐻𝑌𝐶𝑂𝑀
hrough the sponge layer before entering the interior. We compute the
eflection coefficient as 𝜆 = ⟨𝐹𝑟⟩∕⟨𝐹𝑖𝑛⟩.

.4. Model validation

A year long solution of the simulation judged ‘‘best’’ is compared to
bservations after conducting the sensitivity analysis of the boundary
orcing. To quantify the improvements in model-data comparisons with
igh-frequency baroclinic forcing, we also compare the simulation
ithout remote internal wave forcing to observations.

.4.1. Barotropic tides
We validate the simulated barotropic tides in our domain with

he TPXO9-atlas (Egbert et al., 1994; Egbert and Erofeeva, 2002). We
onduct harmonic analysis with the UTide MATLAB package (Codiga,
011) on a year-long ROMS 𝜂 time series to extract the O1, K1, N2, M2

and S2 tidal constituents.
We compute root mean square errors (𝑅𝑀𝑆𝐸s) for tidal eleva-

tions 𝜂. The 𝑅𝑀𝑆𝐸 expression considers errors due to deviations in
oth simulated amplitude 𝐴 and phase 𝜙 with respect to those of
PXO (Shriver et al., 2012), i.e.,

𝑀𝑆𝐸 =
√

1
2
(
(

𝐴R cos𝜙R − 𝐴X cos𝜙X
)2 +

(

𝐴R sin𝜙R − 𝐴X sin𝜙X
)2),

(12)

where subscripts ‘R’ and ‘X’ stand for ROMS and TPXO, respectively. To
determine how large the errors are relative to the simulated tidal sig-
nals, we estimate the area-averaged coefficient of determination (Arbic
et al., 2004)

𝑅2
𝜂 =

⎛

⎜

⎜

⎜

⎝

1 −

⎛

⎜

⎜

⎜

⎝

{𝑅𝑀𝑆𝐸}
√

{𝜎2𝜂,X}

⎞

⎟

⎟

⎟

⎠

2
⎞

⎟

⎟

⎟

⎠

∗ 100%, (13)

where 𝜎2𝜂,X = 0.5𝐴2
X is the TPXO sea surface height variance and {..}

represents area-averaging.

2.4.2. Moorings
We validate our model simulations with Eulerian temperature and

velocity measurements of the Global Multi-Archive Current Meter
Database (GMACMD, Scott et al., 2010; Luecke et al., 2020). We also
onsider temperature mooring instruments of the California Current
cosystem (CCE) database (Ohman et al., 2013). For the GMACMD
oorings, we exclude mooring instruments that fall outside our domain

nd in the sponge layers. We also eliminate moorings at locations where
he depth of the sea floor is < 500 m. None of the CCE moorings lie
n the sponge or shallow regions. The geographical locations and the
istribution of the mooring instruments with depth in our domain are
hown in Fig. 4. A total of 483 (334-velocity and 149-temperature)
ooring instruments are considered. The depth for the moorings ranges

rom 6.1 to 4300 m and approximately 58% of these moorings lie in
he upper 1000 m of the water column.

We perform frequency spectral analysis on the mooring temperature
nd velocity datasets. To achieve smooth frequency spectra, we divide
ach time series into 30 days-long segments with 50% overlaps. Prior
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Fig. 3. Schematic of fluxes as part of the sponge layer baroclinic energy budget. 𝐹𝐻𝑌𝐶𝑂𝑀 represents the unidirectional incoming flux from HYCOM, 𝐹𝑖𝑛 is the unidirectional flux
into sponge from the interior of the domain, 𝐹𝑜𝑢𝑡 is the unidirectional flux out of sponge, 𝐹𝑐𝑜𝑛 represents the barotropic to baroclinic tide conversion normalized by the interior
sponge boundary length, and 𝐹𝑟 is the unidirectional reflected flux.

Fig. 4. (a) Geographical locations of historical moored measurements of temperature and velocity, and (b) distribution of mooring instruments with depth. The dashed black
polygon in (a) depicts the extent of our ROMS model computational domain. Thin continuous black lines in (a) are the same depth contours as in Fig. 1.
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to applying the Fast Fourier Transform (FFT), we remove the mean and
the linear trend and we multiply each detrended time series by a Tukey
window with a taper length to total length ratio of 0.2. To preserve total
variance, we apply a variance preserving correction factor. We then
compute temperature variance (𝜎2𝑇 ) and the velocity variance (𝜎2𝑣𝑒𝑙),
and integrate over three frequency bands: semidiurnal (1.86–2.05 cpd),
super-tidal (2.06–12 cpd), and near-inertial (0.9𝑓–1.74 cpd; 𝑓 is the
local Coriolis frequency). For the near-inertial band, we account for
remotely generated near-inertial waves from the Gulf of Alaska, whose
northernmost latitude of ∼ 60.41◦N corresponds to 𝑓 = 1.74 cpd. The
xpressions for temperature and velocity variance are

2
𝑇 = 2𝛥𝑡

𝑛 ∫

𝜔𝑚𝑎𝑥

𝜔𝑚𝑖𝑛

̂
|𝑇 (𝜔)|2d𝜔, (14)

𝜎2𝑣𝑒𝑙 =
𝛥𝑡
𝑛 ∫

𝜔𝑚𝑎𝑥

𝜔𝑚𝑖𝑛

|

|

|

|

𝑈 (𝜔)2 + 𝑉 (𝜔)2
|

|

|

|

d𝜔, (15)

where 𝑛 is the number of data points in a time series spaced at uniform
𝛥𝑡 time intervals, 𝑇 (𝜔), 𝑈 (𝜔), and 𝑉 (𝜔) are the Fourier coefficients for
temperature, eastward velocity 𝑢, and northward velocity 𝑣, respec-
tively, and 𝜔𝑚𝑖𝑛 and 𝜔𝑚𝑎𝑥 represent the lower and the upper frequency
limits for each frequency band.

For model-mooring comparisons, we use the same statistics as
adopted by Luecke et al. (2020). For all frequency bands, we compute
the ratio of the mean of the model variance to that of the moorings for
velocity and temperature

𝛾 =
{𝜎2M}

{𝜎2O}
, (16)

where subscripts M and O refer to the simulated and observed variable,
respectively. Lastly, we compute correlation coefficients 𝑟 between
simulations and observations.

2.4.3. Altimetry
Finally, we compare baroclinic M2 𝜂 amplitudes of one-year ROMS

simulations with those extracted from a 17-year long altimetry dataset,
which was used by Shriver et al. (2012) and Buijsman et al. (2020)
in their global studies. We extract complex harmonic 𝜂 amplitudes
for M2 tides from the ROMS simulations using the UTide package.
Following Shriver et al. (2012), we interpolate the complex amplitudes
to along-track positions that fall in our domain. We then apply a 50–
400 km bandpass filter along ascending and descending tracks for
ROMS and altimeter datasets to extract low-mode internal tide complex
amplitudes. We apply the spatially varying correction factor of Buijs-
man et al. (2020) to the ROMS internal tide amplitudes. The variance
correction factor is the ratio of the equilibrium stationary variance
to that of the simulated time series. Because the stationary internal
tide variance obtained from a time series decreases with its duration
(Ansong et al., 2015), the variance correction factor is necessary to
allow for the comparison of the stationary internal tide signals of the
one year long ROMS simulations with those obtained from the much
longer altimetry record. The average variance correction factor for
our domain is 0.81. Finally, we compute root mean square amplitude
(𝑅𝑀𝑆𝐴) for both altimetry and the ROMS simulations, and then ratios
and correlation coefficient.

3. Results

3.1. High-frequency baroclinic fluxes at the open boundaries

We compute the high-frequency (𝜔 > 0.67 cpd), depth-integrated
and time-averaged HYCOM baroclinic fluxes at the open boundaries
for the period 01 October, 2011 to 30 September, 2012 (Fig. 5a).
Approximately 541 MW (93 W/m) of net high-frequency baroclinic
power enters our computational domain, which is of similar magnitude
as that of Mazloff et al. (2020). Our northern (403 MW; 210 W/m)
and western (270 MW; 102 W/m) boundaries act as sources while the
7

southern boundary is a sink (−132 MW; −87 W/m) of high-frequency
baroclinic energy.

At the western and northern boundaries, respectively 177 W/m and
93 W/m of net semidiurnal internal tidal flux enters the domain. One
of the origins of these remote fluxes is the Hawaiian island chain to the
west of our domain. This is shown with the presence of internal tidal
beams crossing the western/northern boundaries (Fig. 5a). The south-
ern boundary acts as a sink of approximately 37 W/m of semidiurnal
internal tidal flux.

As expected, our analysis shows equatorward propagation of NIWs
(Fig. 5a); NIWs (0.9𝑓–1.74 cpd) enter our domain through the northern
boundary and exit via the western and southern boundaries. NIWs
contribute more than 50% of the net high-frequency baroclinic fluxes
at the northern (117 W/m) and southern (−50 W/m) boundaries. This
shows that NIWs make up a significant fraction of the high-frequency
barolinic forcing. At the western boundary, 75 W/m of NIWs flux exits
our domain.

3.2. Generation, radiation, and dissipation of semidiurnal internal tides

The spatial pattern of the time-mean (01 July, 2012–31 August,
2012) semidiurnal internal tide generation in our domain for FS800a,
without remote internal wave forcing, is shown in Fig. 6a. The Mendo-
cino Escarpment (Fig. 1) is an important generation site, featuring ⟨𝐶⟩

> 10 mW/m2. Other rough topographic features such as the continental
margin and the Spiess seamount chain (Fig. 1) contribute to the total
area-integrated conversion of 1.87 GW (0.61 mW/m2) in our domain (
Table 1). Areas with ⟨𝐶⟩ < 0 are regions where the barotropic velocity
and the near-bottom baroclinic pressure field are out of phase. With
remote internal wave forcing at the open boundaries, internal tide
generation in the interior of the domain increases. Area-integrated
conversion for the twin solution FS800b, with remote internal wave
forcing, is 2.08 GW (0.68 mW/m2). This is an indication that the remote
internal tides alter the magnitude and/or phase of the near-bottom
pressure perturbation field in the domain Buijsman et al. (2010), Kelly
nd Nash (2010), Kerry et al. (2013).

The radiation of internal tides away from the generation sites in
ur domain is determined by computing the time-mean flux divergence
∇𝐻 ⋅ 𝐅⟩. The spatial pattern of the time-mean flux divergence in
ig. 6b resembles that of conversion, and is positive in areas of strong
eneration. In some locations, the flux divergence is negative, e.g., in
he sponge layer and on the continental margin. This is an indication
hat the internal tide dissipation exceeds local generation.

We estimate internal tide dissipation as the residual of conversion
nd flux divergence, following Eq. (5). The contributions of the time-
ean energy tendency and advection terms are very small (not shown).
he plot of time-mean internal tide dissipation (Fig. 6c) demonstrates
hat dissipation occurs throughout the domain, with higher dissipation
n the continental margin and in the sponge layer. The internal tide dis-
ipation in the sponge layer increases towards the open boundaries, in
greement with the increase in horizontal viscosity (see Section 2.1.2).

.3. Sensitivity of internal wave energetics to open boundary conditions

In this section, we conduct an OBC sensitivity analysis for the
emidiurnal band (1.60 cpd ≤ 𝜔 ≤ 2.67 cpd). We choose 01 July, 2012–
1 August, 2012 for our analysis because the semidiurnal internal tides
hat enter the domain from Hawaii are strongest and NIWs are weakest
uring these months. We initialized our trial simulations on 01 June,
012, allowing enough time for spin up.
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Fig. 5. Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal band (1.60 cpd ≤ 𝜔 ≤ 2.67 cpd) baroclinic fluxes for (a) HYCOM, (b) ROMS simulation without
(FS800a) and, (c) ROMS simulation with (FS800b) remote high-frequency baroclinic boundary forcing. The super-imposed polygon in (a) is the extent of our ROMS model
computational domain. The black solid, blue solid and dashed arrows indicate the direction of the boundary-integrated and time-mean total high-frequency, semidiurnal and NIW
(0.9𝑓 ≤ 𝜔 ≤ 1.74 cpd) fluxes, respectively. Thin continuous black lines in (a) to (c) are the same depth contours as in Fig. 1.
Fig. 6. Time-mean (01 July–31 August, 2012) (a) barotropic to baroclinic energy conversion, (b) pressure flux divergence, and (c) dissipation for FS800a without remote internal
wave forcing. The black dashed lines mark the sponge interior boundary. Thin continuous black lines in (a) to (c) are the same depth contours as in Fig. 1.
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3.3.1. Interior energetics
The differences in semidiurnal baroclinic energy flux magnitude and

direction between simulations without (FS800a) and with (FS800b)
remote internal tides are large (Fig. 5b and c). With remote semidiurnal
baroclinic forcing, our domain becomes more energetic. We list the
area-integrated, depth-integrated, and time-mean baroclinic ⟨𝐻𝐾𝐸⟩ es-
timates for the 11 boundary sensitivity simulations and that of FS800a
in Table 1. We do not include the sponge layer in the computation of
the reported ⟨𝐻𝐾𝐸⟩ values. To ensure an apples-to-apples comparison
between the simulations, we mask cells that fall within the larger
sponge width, i.e., 1/12th of the domain’s width, before computing the
area-integrated ⟨𝐻𝐾𝐸⟩. Of all the simulations, FS800a has the lowest
⟨𝐻𝐾𝐸⟩ estimate. We record the highest baroclinic ⟨𝐻𝐾𝐸⟩ estimates
for FO100 and SS100, which feature the weakest sponge viscosity.
As we increase sponge viscosity and/or sponge width, the baroclinic
⟨𝐻𝐾𝐸⟩ is reduced in the interior of the domain. The question is: are
we reducing reflections in our domain and/or are we over-damping the
incoming HYCOM fluxes at the open boundaries with increasing sponge
viscosity and/or sponge width? We provide an answer to this question
by estimating reflection coefficients in Section 3.3.2.

For simulations with similar sponge width and viscosity, we obtain
smaller ⟨𝐻𝐾𝐸⟩ and ⟨𝐶⟩ estimates for the SS group as compared to the
FS and FO simulations (Table 1). We show in Fig. 7 the spatial ⟨𝐻𝐾𝐸⟩

maps for SS600, FS600, and the difference between them. Although
SS600 and FS600 have the same sponge width, viscosity and OBC for
the baroclinic mode, SS600 is less energetic over the entire domain as
 b

8

compared to FS600. Simulations with Specified OBC for the barotropic
fields have smaller conversion rates as compared to the simulations
with Flather OBC. We demonstrate in Section 3.4.1 that the barotropic
ide signals are more in agreement with TPXO for Flather OBC than for
pecified OBC.

.3.2. Internal tide reflections at the open boundaries
To test our hypothesis that the increased ⟨𝐻𝐾𝐸⟩ corresponding to

ower sponge viscosities (Table 1) is due to increased reflections, we
arry out a baroclinic energy budget analysis of the sponge layer. In
able 2, we list the fluxes as defined in Section 2.3 that contribute to the
ponge’s baroclinic energy budget for all the 11 trial simulations with
emote internal wave forcing. We also include dissipation estimates
n the sponge layers. For simulations with similar OBCs and sponge
idths, e.g., SS100–SS400, the dissipation increases in the sponge

ayer with increasing viscosity values. SS600 has a smaller dissipation
stimate than SS400 because the latter has a wider sponge (Tables 1
nd 2, Fig. 8a). Similarly, the dissipation in FO300 is larger than
n FO600 because FO300 has a larger sponge width than FO600. As
he dissipation increases for increasing viscosity, ⟨𝐹𝑜𝑢𝑡⟩ decreases (
able 2, Fig. 8b). For all 11 trial simulations with remote internal wave
orcing, ⟨𝐹𝑜𝑢𝑡⟩ > ⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩ + ⟨𝐹𝑐𝑜𝑛⟩, where ⟨𝐹𝐻𝑌𝐶𝑂𝑀 ⟩ = 229.6 W/m.
his indicates that interior energy is reflected in these simulations,

.e., ⟨𝐹𝑟⟩ ≠ 0. As with ⟨𝐹𝑜𝑢𝑡⟩, the reflected flux ⟨𝐹𝑟⟩ decreases with
ncreasing sponge viscosity (Fig. 8c).

The impact of the increased viscosity on energy fluxes near the
oundaries is shown in Fig. 9. At the open boundaries, FO100 has
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Fig. 7. Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal band ⟨𝐻𝐾𝐸⟩ for (a) SS600, (b) FS600, and (c) their difference, FS600-SS600. The dashed lines
mark the sponge interior boundary. Thin continuous black lines in (a) to (c) are the same depth contours as in Fig. 1.
Fig. 8. Energy budget of the sponge layer for all 11 boundary sensitivity simulations with remote internal wave forcing. (a) Dissipation ⟨𝐷⟩, (b) ⟨𝐹𝑜𝑢𝑡⟩, (c) ⟨𝐹𝑟⟩ and (d) reflection
coefficient (𝜆). Red dots in (c) and (d) represent the mean over the range of ⟨𝐹𝑟,1⟩ to ⟨𝐹𝑟,4⟩ and the corresponding 𝜆 estimates, while the whiskers depict one standard deviation
rom the mean.
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igher depth-integrated fluxes propagating into the domain compared
o FO600 — an indication of higher internal tide reflections due to
maller sponge viscosity. In Fig. 9c, there is more northeastward prop-
gation of internal tides in FO100 as compared to FO600 almost every-
here in the domain. This implies that reflected internal waves from

he western boundary propagate into the domain over large distances.
imilarly, in Fig. 9f, FO100 features more southeastward propagation
f internal tides from the northern boundary and more northwestward
ropagation of internal tides from the southern boundary as compared
o FO600.

Although SS600 and FS600 have similar boundary properties, i.e.,
ponge width, viscosity and Specified OBC for the baroclinic mode,
S600 has stronger reflections (Fig. 8c). This is in agreement with our
inding in the preceding section that larger surface tides and barotropic
o baroclinic conversion is obtained for Flather OBC as compared to
pecified OBC for barotropic tides.

We observe that Orlanski OBC causes more reflections than the
pecified OBC (Table 2). This is an indication that the Orlanski OBC is
ot doing a better job in handling the highly dispersive outgoing wave
ackets from the interior of the domain. To illustrate that reflections
re enhanced in FO600, we show the spatial maps of ⟨𝐻𝐾𝐸⟩ for FS600,
 r

9

O600, and the difference between them in Fig. 10. While the ⟨𝐻𝐾𝐸⟩

atterns for FS600 and FO600 are similar (Fig. 10a and b), FO600
s slightly more energetic in the majority of the domain (Fig. 10c).

e compute a difference of 1619.7–1591.8 = 27.9 TJ (9.2 J/m2) of
rea-integrated (averaged) ⟨𝐻𝐾𝐸⟩ between FO600 and FS600 (see
able 1).

Similar to ⟨𝐹𝑟⟩, 𝜆 diminishes with increasing sponge viscosity for
imulations with a constant sponge width and similar OBCs (Table 2,
ig. 8d). 𝜆 attains its largest value of 73% for FO100. SS400 has the
mallest reflection coefficient of 2.5%, but the barotropic tides are less
ccurate for Specified OBC than for Flather OBC as will be discussed in
ection 3.4.1. 𝜆 is higher for simulations with baroclinic Orlanski OBC
s compared to the simulations with Specified OBC. We select FS800b
s the best trial simulation because: (1) the barotropic tides are well
redicted with Flather OBC and (2) internal tide reflections at the open
oundaries are minimized (𝜆 = 17.5 ±9.9%) when we use a combination
f Specified OBC for the baroclinic mode and a 58-km wide sponge
ayer with a maximum viscosity of 800 m2/s.

From our reflection analysis, we conclude that it is necessary to
nclude sponge layers at the open boundaries of internal-wave-resolving
egional simulations to minimize reflections of internal waves from the
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Fig. 9. Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal baroclinic fluxes along the rotated 𝑥-axis (first row) and along the rotated 𝑦-axis (second row)
or FO100 (first column), FO600 (second column) and the difference between FO100 and FO600 (third column). Positive (negative) values in (a), (b) and (c) indicate N-E (S-W)
ropagation. Positive (negative) values in (d), (e) and (f) indicate N-W (S-E) propagation. The rotated 𝑥-axis is at angle of 28.7◦ in an anticlockwise manner relative to east. Thin

continuous black lines in (a) to (f) are the same depth contours as in Fig. 1.
Fig. 10. Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal band ⟨𝐻𝐾𝐸⟩ for (a) FS600, (b) FO600 and (c) their difference, FO600-FS600. The dashed lines
ark the sponge interior boundary. Thin continuous black lines in (a) to (c) are the same depth contours as in Fig. 1.
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nterior when specifying remote internal waves at the open boundaries.
owever, one should be careful to prevent over-damping of the remote

nternal wave signals.

.4. Model-data comparisons

In this section, we compare our best simulation (FS800b, 𝜆 =
7.5 ±9.9%) and its twin simulation, with the same parameters but
ithout remote internal wave forcing (FS800a), with observations. We
alidate these simulations for the period from 08 October, 2011 to
0 September, 2012. We do not consider the first seven days after
nitialization (01 October–07 October, 2011) to exclude any barotropic
nd/or baroclinic spin-up effects. We present model validation results
sing TPXO in Section 3.4.1, moorings in Section 3.4.2, and altimetry
n Section 3.4.3.
 m

10
.4.1. Simulated barotropic tide validation using TPXO
The area-averaged 𝑅𝑀𝑆𝐸 (Eq. (12)) and the coefficient of deter-

ination 𝑅2
𝜂 (Eq. (13)) for O1, K1, N2, M2 and S2 tides for FS800b are

iven in Table 3. We obtain similar estimates for FS800a because it also
ses a Flather OBC for the barotropic tides. Overall, the diurnal tidal
onstituents have the smallest area-averaged 𝑅𝑀𝑆𝐸s and the largest
2
𝜂 compared to the semidiurnal tides. The highest area-weighted sur-

ace tidal error is for the M2 tidal constituent (3.40 cm), whereas, S2
as the smallest coefficient of determination of 97.71 %.

The co-tidal maps and 𝑅𝑀𝑆𝐸 for the two largest tidal constituents
1 and M2 are shown in Fig. 11. Similar spatial distributions for
mplitude and phase are observed in both the ROMS and TPXO9 co-
idal maps, however wiggles are present in the phase contours for
OMS. These wiggles are due to internal tides. For both the K1 and M2

idal constituents, we observe the highest 𝑅𝑀𝑆𝐸s at the southeastern
ortion of our domain (Fig. 11c, f). While the RMSE for M2 shows a
ecreasing trend with increasing distance away from the shoreline, a
ore complex pattern exists for K .
1
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Fig. 11. Barotropic tide validation for K1 and M2 tidal constituents. Top panel shows the (a) TPXO9 and (b) ROMS co-tidal plots and (c) RMSE distribution for the K1 tidal
constituent. The bottom row shows the same, but for the M2 constituent. Thin continuous black lines in (a) to (f) are the same depth contours as in Fig. 1.
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Table 2
Baroclinic energy budget of the sponge layers. The flux terms are defined in Fig. 3. The
range in ⟨𝐹𝑟⟩ is determined according to the 4 assumptions discussed in Section 2.3.

he reflection coefficient 𝜆 = ⟨𝐹𝑟⟩

⟨𝐹𝑖𝑛⟩
. ⟨𝐹𝑟⟩ and 𝜆 are shown as 𝜇 ± 𝑆𝐷, where 𝜇 is the

ean over the range of ⟨𝐹𝑟,1⟩ to ⟨𝐹𝑟,4⟩ and corresponding 𝜆 values, and 𝑆𝐷 is the
tandard deviation.
Simulation ⟨𝐹𝑜𝑢𝑡⟩ ⟨𝐹𝑖𝑛⟩ ⟨𝐹𝑐𝑜𝑛⟩ ⟨𝐷⟩ ⟨𝐹𝑟⟩ 𝜆

W/m W/m W/m W/m W/m %

SS100 368.9 217.6 15.7 107.5 122.4 ± 20.7 56.3 ± 9.5
SS200 322.9 203.4 15.4 126.6 79.8 ± 24.1 39.2 ± 11.8
SS400 275.9 193.2 15.9 150.9 36.6 ± 28.6 18.9 ± 14.8
SS600 261.3 171.0 2.2 70.7 32.9 ± 13.4 19.3 ± 7.8
SS800 250.1 169.5 2.3 80.4 23.2 ± 15.2 13.7 ± 9.0
FS600 285.2 205.0 3.1 82.2 58.0 ± 15.6 28.4 ± 7.6
FS800b 258.9 201.4 3.8 104.7 35.2 ± 19.8 17.5 ± 9.9
FO100 397.1 245.2 14.8 125.9 154.2 ± 23.9 62.9 ± 9.8
FO200 352.0 235.5 15.4 147.0 112.3 ± 27.8 47.7 ± 11.8
FO300 316.8 226.5 16.2 161.5 79.1 ± 30.6 34.9 ± 13.5
FO600 302.8 206.6 3.3 87.1 76.3 ± 16.5 37.0 ± 8.0

Table 3
𝑅𝑀𝑆𝐸 and coefficient of determination (𝑅2

𝜂) for FS800b for O1, K1, N2, M2 and S2 tidal
constituents. Harmonic analysis using UTide is carried out for 359 days (08 October,
2011–30 September, 2012).

Tidal constituent O1 K1 N2 M2 S2

𝑅𝑀𝑆𝐸 (cm) 0.86 0.91 0.80 3.40 1.59
𝑅2

𝜂 (%) 99.64 99.85 98.82 99.06 97.71

To determine if Specified or Flather OBC is best for barotropic tidal
orcing, we compare 𝑅𝑀𝑆𝐸 and 𝑅2

𝜂 values obtained for two-month 𝜂
ime series for SS600 and FS600 ( Table 4). Area-averaged 𝑅𝑀𝑆𝐸 and
2
𝜂 estimates are poorer for SS600 as compared to FS600, in particular

or the semidiurnal constituents.

.4.2. Model validation using moorings
We present the variance ratio 𝛾 between the simulations and the

bservations for the velocity variance in three frequency bands for the
 v

11
Table 4
𝑅𝑀𝑆𝐸 and coefficient of determination (𝑅2

𝜂) for SS600 and FS600 for the O1, K1, N2,
M2 and S2 tidal constituents. Note that we only consider 01 July to 31 August, 2012
for this analysis.

Tidal constituent SS600 FS600

RMSE (cm) 𝑅2
𝜂 (%) RMSE (cm) 𝑅2

𝜂 (%)

O1 3.19 94.26 3.04 95.06
K1 5.69 93.34 5.32 94.57
N2 3.39 73.54 3.44 74.50
M2 16.75 71.22 16.52 74.42
S2 4.18 80.00 3.75 88.15

HYCOM simulation and ROMS simulations without (FS800a) and with
(FS800b) remote internal wave forcing in Table 5 and Fig. 12. Across
ll frequency bands, FS800a and FS800b have higher 𝛾 estimates com-

pared to HYCOM because the higher horizontal and vertical resolution
in ROMS allows for an improved generation and resolution of smaller
scale internal wave and eddy features. For both HYCOM and ROMS,
the super-tidal band has the smallest 𝛾 estimates while the semidiurnal
and has the highest 𝛾 estimates. With remote internal wave forcing
FS800b), the velocity variance is larger than without remote internal
ave forcing (FS800a). Because internal tides from Hawaii make up
ost of the remote semidiurnal internal tides in our domain, it is not

urprising that the velocity variance for the semidiurnal band increases
n FS800b. The largest increase in velocity variance is for the super-tidal
and with 𝛾𝐹𝑆800𝑏∕𝛾𝐹𝑆800𝑎 = 1.8.

With remote internal wave forcing, the correlation 𝑟 between ROMS
nd observations for the velocity variance increases ( Table 5). How-
ver, ROMS has poorer correlation with the observations than HYCOM
or the semidiurnal band. The smaller correlation in ROMS is attributed
o a set of mooring measurements located on top of one of the Spiess
eamount chain (127.8100◦E, 32.4790◦N). The correlation estimate for
OMS for the semidiurnal band improves greatly after removing these
utlying mooring data. In addition, the ROMS and HYCOM velocity
ariances also move closer to the observed variance.
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Fig. 12. Ratio of mean modeled variance to mean mooring data variance 𝛾, for (a) the 𝐻𝐾𝐸 spectra and (b) the temperature spectra for HYCOM and the ROMS simulations
without (FS800a) and with (FS800b) remote internal wave forcing for three frequency bands.
Table 5
Velocity variance comparison between moorings and the HYCOM, FS800a, and FS800b simulations. 𝛾 and 𝑟 estimates are compared for three
frequency bands. Statistics after removing outliers are in parentheses.
Frequency Band HYCOM FS800a FS800b

𝛾 𝑟 𝛾 𝑟 𝛾 𝑟

Semidiurnal: 1.86 – 2.05 cpd 0.39 (0.50) 0.63 (0.59) 0.44 (0.66) 0.10 (0.63) 0.57 (0.85) 0.22 (0.72)
Super-tidal: 2.06 – 12 cpd 0.02 (0.02) 0.72 (0.88) 0.04 (0.05) 0.87 (0.89) 0.07 (0.09) 0.86 (0.91)
Near-inertial: 0.9𝑓 – 1.74 cpd 0.12 (0.31) 0.55 (0.77) 0.34 (0.44) 0.85 (0.70) 0.37 (0.53) 0.86 (0.74)
b

(
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Table 6
The same as Table 5 but for the temperature variance. No outliers are present for the
temperature variance.

Frequency Band HYCOM FS800a FS800b

𝛾 𝑟 𝛾 𝑟 𝛾 𝑟

Semidiurnal: 1.86 – 2.05 cpd 0.25 0.89 0.41 0.92 0.60 0.92
Super-tidal: 2.06 – 12 cpd 0.01 0.92 0.04 0.96 0.06 0.96
Near-inertial: 0.9𝑓 – 1.74 cpd 0.13 0.92 0.15 0.93 0.21 0.94

Similar to the velocity variance, 𝛾 statistics for the HYCOM sim-
lation are the poorest over all frequency bands for the temperature
ariance (Table 6, Fig. 12). We record improvements in 𝛾 across all
requency bands in FS800b with the presence of remote internal wave
orcing. 𝛾 is highest for the semidiurnal band (𝛾 = 0.60). Although

we obtain the highest correlation between model and moorings for the
super-tidal band, the super-tidal band has the smallest 𝛾 estimates. We
attribute this to the coarse resolution in our simulations (Luecke et al.,
2020), which does not resolve the wave–wave interactions required to
obtain the observed high-frequency variance. We anticipate that as we
nest down to finer resolutions, 𝛾 will improve for the super-tidal band.

3.4.3. Simulated M2 internal tide validation using altimetry
Finally, we compare the M2 internal tide 𝜂 amplitudes for ROMS

simulations without (FS800a) and with (FS800b) remote internal wave
forcing with the M2 internal tide 𝜂 amplitudes inferred from altimetry.
Along-track M2 internal tide amplitudes for altimetry, FS800a and
FS800b are shown in Fig. 13a, b and c. The internal tide signals are
stronger in the center of the domain. The Mendocino Escarpment and
seamounts such as the Spiess seamount chain (Fig. 1) are likely re-
sponsible for these strong signals. With the inclusion of remote internal

wave forcing, the along-track amplitudes increase almost everywhere in r

12
Table 7
Root mean square amplitudes (𝑅𝑀𝑆𝐴s) for the M2 baroclinic sea surface height for
altimetry and ROMS simulations without (FS800a) and with (FS800b) remote internal
wave forcing. FS800a/b are corrected with the stationary variance correction factor as
discussed in Section 2.4.3. 𝑟 is computed after the application of the variance correction
factor.

Simulation 𝑅𝑀𝑆𝐴 (cm) 𝑟

Before correction After correction

FS800a 0.30 0.28 0.83
FS800b 0.40 0.36 0.98

Altimetry 0.37

our domain (Fig. 13d and e). The ratio between ROMS and altimetry
ecomes closer and larger than unity.

The 𝑅𝑀𝑆𝐴s, before and after the stationary variance corrections
see Section 2.4.3), for FS800a and FS800b, and the RMSA for altimetry
re listed in Table 7. 𝑅𝑀𝑆𝐴s for FS800a and FS800b are 0.30 and
.40 cm, respectively, before correction. After correction, the 𝑅𝑀𝑆𝐴s
or FS800a and FS800b are 0.28 and 0.36 cm, respectively. The 𝑅𝑀𝑆𝐴
or the altimetry is 0.37 cm. With remote internal wave forcing at the
pen boundaries, the 𝑅𝑀𝑆𝐴 improves by 28%

(

0.36−0.28
0.28

)

, but is still
% smaller than the RMSA of the altimetry data. The ROMS spatial
orrelation 𝑟 with altimetry also improves with remote internal wave
orcing (Table 7). The along-track spatial correlation increases from
.83 to 0.98 in the presence of remote internal tides.

In summary, both mooring and altimetry validations show that with
emote internal wave forcing, model-data comparison statistics in the
egional model simulations improve.
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Fig. 13. Along-track M2 baroclinic 𝜂 amplitudes for (a) Altimetry, (b) a ROMS simulation with no remote internal wave forcing (FS800a), (c) a ROMS simulation with remote
internal wave forcing (FS800b), and ROMS-to-Altimetry amplitude ratios for (d) FS800a and (e) FS800b. Equilibrium correction factors of Buijsman et al. (2020) are applied to

OMS 𝜂 amplitudes to account for non-stationary effects. Thin continuous black lines in (a) to (c) are the same depth contours as in Fig. 1.
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. Discussion

While we also demonstrate improvement in model-data comparison
ith the presence of remote internal wave forcing at the open bound-
ries, this study serves as a precautionary tale for future studies that
ill consider remote internal wave forcing of regional simulations. We

how that the reflections of internal waves generated from the interior
an lead to energy buildup and, hence, an apparent improvement
f internal wave energetics. As much as 178.9 W/m (𝜆 = 73%) of
nternal tidal energy generated in the interior gets reflected at the open
oundaries for FO100, a simulation with low viscosity values in the
ponge layer. We expect internal tide reflections to become worse in
egions with a strong outgoing flux and without proper damping at
he open boundaries in one-way nested solutions. Of the three open
oundaries, only the southern boundary features net outgoing fluxes.
his boundary also has the worst reflections. This may be attributed
o the finer grid resolution in ROMS that allows internal tidal motions
o be better resolved in the CCS than in HYCOM from which we are
esting. One way to mitigate reflections is by adopting sponge layers
t the open boundaries. These buffers are expected to absorb internal
aves generated from the interior but will also dampen ingoing internal
ave fluxes at the open boundaries to some extent. A solution would
e to turn on the sponge layers during outgoing flow conditions only.
lternatively, it may be useful to consider two-way nesting for parent
nd child simulations with the same model (e.g., Debreu and Blayo,
008; Debreu et al., 2012) to help reduce parent–child grid mismatches
t the open boundaries.

The application of Flather or Specified OBC for the barotropic tidal
orcing affects the surface tide amplitude and phase, and the barotropic
o baroclinic tide conversion in the domain. The agreement with TPXO
n the USWC is less when we impose barotropic velocities and sea
urface height from HYCOM as hard constraints (i.e., Specified OBCs)
t the open boundaries. Unlike the Flather OBC which allows for the
ismatch between the interior and exterior solutions to radiate out
f the domain, the poor performance of Specified OBC is due to the a

13
ack of volume conservation and the presence of reflections at the open
oundaries when we clamp the depth-averaged currents and sea surface
eight (Chapman, 1985; Marchesiello et al., 2001; Mason et al., 2010).
his causes a reduction in the surface tide amplitude (≤ 10.2%) and

n the barotropic-to-baroclinic tide conversion rates (≤ 33.3%) for the
S simulations compared to the other simulations with Flather OBC
Table 1).

For the one-year simulations, we capture about 99% of the sea
urface elevation variance of TPXO for the O1, K1, N2, M2 and S2 tidal
onstituents. This confirms that the barotropic tides in the east Pacific
n HYCOM are well predicted (Arbic et al., 2010; Buijsman et al., 2015,
020; Ngodock et al., 2016) and the Flather OBC does a good job
n propagating external barotropic tidal information. While our model
redictions for the barotropic tides are close to those of TPXO, some
ifferences are observed (Fig. 11). Errors in the barotropic tidal predic-
ions could be the result of errors inherited from the parent HYCOM
idal solution. The largest errors in our simulations occur in areas with
omplex topography such as the southeastern region and the shallow
oastal shelf areas (see Fig. 11c, f). These errors may be attributed to
he relatively coarse grid and low bathymetry resolution, as well as
he omission of coastal estuaries and tidal straits (Wang et al., 2006;
eon et al., 2019; Zaron and Elipot, 2021). Small scale perturbations
o amplitudes and phases are also observed (e.g., in Fig. 11e). Unlike
PXO which is strictly a barotropic tidal model, our ROMS simulations
llow for the generation of internal tides. The stripy patterns at the
outhernmost corner of the domain in Fig. 11c and the westernmost
orner in Fig. 11f are due to reflected internal tide signals. The distance
etween the stripes is ∼80 km, which is half the wavelength of a
ode one M2 internal tide near the USWC. This is in agreement with a

tanding wave pattern in which antinodes (nodes) are separated by half
avelength. Finally, Janekovic and Powell (2012) showed that tidal
rrors increase for lower boundary forcing frequencies. However, the 1
ycle per hour barotropic forcing frequency that is used in this study
oes not cause significant errors according to Figure A2 of Janekovic

nd Powell (2012).
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While the ROMS simulations use finer horizontal and vertical reso-
utions compared to the parent HYCOM solution, the ROMS simulations
ave less agreement with the moorings on top of one of the Spiess
eamount chain (127.8100◦E, 32.4790◦N) as compared to the HYCOM
imulation. Although the vertical profiles of semidiurnal horizontal
inetic energy in HYCOM and ROMS have the same spatial patterns,
hese patterns are offset at the mooring depths (453–629 m; results
ot shown). This offset is due to the differences in the stratification
rofiles over this seamount in the ROMS and HYCOM simulations. The
ifferent stratification profiles cause different eigenfunction shapes of
he internal wave modes, causing different vertical internal tide kinetic
nergy distributions.

In addition to loosing energy due to topographic scattering and non-
inear wave–wave interactions (Kelly et al., 2012, 2013; Olbers et al.,
020), low mode internal tides are likely to become non-phase-locked
hen they interact with time varying stratification, mean background

urrents, and vorticity along their propagation paths (Rainville and
inkel, 2006; Zaron and Egbert, 2014; Buijsman et al., 2017; Kumar
t al., 2019). While forcing regional models with phase-locked internal
ides, e.g., from HRET (Zaron, 2019; Gong et al., 2021), may be
ufficient for domains close to internal tide generation sites, it may be
nsufficient for model domains located thousands of km from genera-
ion sites. At the USWC, phase-locked internal tides extracted from a
ne year simulation contribute only 34% of the total semidiurnal baro-
linic flux into the domain. Hence, such forcing would underestimate
he internal tide energy in the domain.

In addition, NIWs may be an important fraction of high-frequency
aroclinic forcing of regional simulations. For instance, NIWs con-
ribute more than half of the high-frequency baroclinic fluxes at our do-
ain’s northern and southern boundaries (Fig. 5). Hence, depending on

he region of interest, it may be important to include non-phase-locked
nternal tides and NIWs when considering high-frequency baroclinic
orcing of regional simulations.

To conclude our discussion, we note that the performance of the
emote internal waves in the regional simulation also depends on
hich global model simulation is used for the remote forcing. For

nstance, Buijsman et al. (2020) obtained a 34% increase in mode-1 M2
nternal tide energy for their 4-km horizontal resolution global HYCOM
imulation (H25) compared to the 8-km expt_06.1 simulation we use in
his study. They also observed better agreement to observations for the
25 simulation. They attributed the increase in internal tide energy

n H25 to increased topographic conversion and reduced wave-drag
trength. Hence, it is possible that the model-data comparison statistics
eported in this study would improve if we were to force our model
ith the high-frequency fields from H25. However, we do not have a
year simulation of H25 at our disposal.

. Summary and conclusions

In this study, in addition to astronomical tidal forcing, we force
ealistic regional ROMS simulations of the U.S. West Coast with subtidal
ields from a basin scale ROMS simulation, and with surface tides
nd remote internal waves from a global ocean HYCOM simulation
ith realistic tidal and atmospheric forcing. The global model includes

emotely generated internal tides and near-inertial waves that propa-
ate over long distances. We test Specified and Flather open boundary
onditions (OBCs) for the barotropic mode, and Specified and modified
rlanski OBCs for the baroclinic mode. To control the reflections of

nternal waves from the interior of the domain, we add sponge layers
f varying width and viscosities at the open boundaries. We quantify
nternal tide reflections at the open boundaries using a Discrete Fourier
ransform (DFT) technique in combination with an internal wave
nergy budget for the sponge layer. Lastly, we compare simulations
ith minimum internal tide reflections against observations.

Simulated barotropic tide amplitudes and phases are closer to those

f TPXO9-atlas when Flather instead of Specified OBC is used for

14
arotropic tides. We also find that the modified Orlanski OBC is less
fficient in handling dispersive outgoing internal waves as compared
o the Specified OBC. Furthermore, our reflection analysis reveals a
ecrease in internal tide reflections at the open boundaries with an
ncrease in sponge viscosity and/or sponge width. We find that the
lather–Specified barotropic–baroclinic OBC combination with a 58 km
ide sponge layer with a maximum viscosity of 800 m2/s is the most
ptimal open boundary setup for remote internal wave forcing. This
etup yields a reflection coefficient 𝜆 = 17.5 ±9.9%.

Asides from the OBC sensitivity tests, we report improvements in
odel-data comparisons with the presence of remote internal wave

orcing at the open boundaries. With remote high-frequency baroclinic
orcing, the simulated variance in velocity and temperature increases
or the tidal, near-inertial and super-tidal frequency bands, and ap-
roaches the variance in the mooring data. Moreover, the correlations
lso improve. While the 4-km horizontal resolution adopted in this
tudy does a relatively good job in resolving mesoscale, near-inertial
nd tidal motions, super-tidal motions are still poorly resolved. Hence,
he lowest simulated variance as a fraction of the observed variance (𝛾)
s observed in the super-tidal frequency band. The semidiurnal band
ariance in the simulation with remote internal wave forcing is closest
o observations. Also, about 97% ( 0.36𝑐𝑚0.37𝑐𝑚 ) of altimetry M2 internal tide

sea surface height root mean square amplitude (𝑅𝑀𝑆𝐴) is captured in
the simulation with remote internal wave forcing. Finally, along-track
correlation with altimetry increases from 0.83 to 0.98 when remote
internal wave forcing is included.

In accordance with Nelson et al. (2020) and Mazloff et al. (2020),
his study confirms that the model-data agreement improves when
emote internal wave forcing is included. Hence, it may be important
or future regional ocean simulation studies to consider adding realistic
igh-frequency baroclinic forcing at the open boundaries. However,
hese studies should also consider implementing the best open bound-
ry conditions to minimize excessive reflections of internal waves from
he interior, which may incorrectly increase internal wave energy
evels.
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Fig. A.14. The application of the DFT technique to a standing mode 1 wave in an idealized ocean with uniform stratification (𝑁 = 1 x 10−3 rad/s). All images are snapshots at
𝑡 = 50 h. First row shows rightward propagating mode 1 waves, second row is for leftward propagating mode 1 waves, and the bottom row is for the resulting standing waves
(leftward + rightward). First column shows the original vertical structure, the second column shows the filtered components, and the last column shows the difference between
the original and filtered waves.
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ppendix. Unidirectional separation technique

At the open boundaries, we separate baroclinic fluxes into ingoing
nd outgoing components using the Discrete Fourier Transform (DFT)
echnique. We follow similar steps to those outlined in section 2.1
f Gong et al. (2021).

In this appendix, we demonstrate how effective the DFT technique
s when applied to an analytical standing wave, comprising leftward
nd rightward propagating mode 1 sinusoidal waves. We use the DFT
echnique to separate the leftward and rightward components of our
tanding wave. The length of our time series is 60 M tidal cycles. For
2

15
his analysis, the Brünt-Vä isälä frequency 𝑁 , the Coriolis frequency 𝑓 ,
nd the water depth ℎ are similar to those used on page 76 of Gerkema
nd Zimmerman (2008). Our mode 1 waves are generated using Equa-
ion (5.23) of Gerkema and Zimmerman (2008). Time snapshots of the
esults are shown in Fig. A.14. The difference between the separated
ields obtained using the DFT technique and the original wave signals
re very small.

We also demonstrate that the DFT separation technique is accurate
hen applied to a complex wave field. The ingoing and outgoing flux
ectors at the open boundaries of our regional domain obtained with
he DFT code for the global HYCOM simulation are shown in Fig. A.15.
he internal tide beams in Fig. 5a are well represented by the DFT
echnique, e.g., beams at 36◦N at the western boundary and 42◦N at the
orthern boundary. The boundaries that act as sources of internal tide
nergy (west and north) feature ingoing fluxes that are larger than the
utgoing fluxes. In contrast, outgoing fluxes are larger than the ingoing
luxes at the southern boundary. As a check, we compare the net fluxes
sing the DFT technique (ingoing + outgoing + cross terms) with the
ndecomposed fluxes and find them to be equal (Table A.8).

Because our decomposition technique is based on the DFT, ampli-
ude and phase errors will be present at the tails when the original
ignal is not periodic in space. This is expected to happen when
pplying the DFT technique to realistic simulations. We illustrate this
henomenon by considering the superposition of two non-periodic
ignals propagating in opposite directions (Fig. A.16). Although, there
s a good agreement between the DFT and the original standing wave
ignals, the leftward and rightward constituents from the DFT tech-
ique are not in good agreement with those of the original signals at
he tail ends. This is reflected in the decreasing 𝑅2 values near the
ail ends (Fig. A.16). We obtain spurious fluxes at the tail ends of our
hosen transects when we apply the DFT code. However, the sponge
nterior edges along which we obtain our estimates for 𝐹𝑖𝑛 and 𝐹𝑜𝑢𝑡
re farther away from the tail ends where amplitude and phase errors
re likely to be significant. Lastly, the lengths of the transects that are
erpendicular to the boundary should be chosen such that they are not
maller than the wavelength of a mode 1 internal wave in the region
f consideration.
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Fig. A.15. Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal unidirectional ingoing and outgoing HYCOM fluxes at the open boundaries of the computational
domain. The regional simulations are forced at the open boundaries with the total HYCOM high-frequency fields and not with the unidirectional fields. Thin continuous black lines
are the same depth contours as in Fig. 1.

Fig. A.16. Decomposition of non-periodic analytical standing wave signals. First column is for the original rightward, leftward and resulting standing wave (leftward + rightward),
the second column is for those obtained using the DFT technique, the third column is for the difference between the original and the filtered waves, and the last column shows
the coefficient of determination (𝑅2).
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Table A.8
Depth-integrated and time-mean (01 July–31 August, 2012) semidiurnal ingoing, outgoing and cross-term fluxes from HYCOM for the western,
northern and southern boundaries. Values in W/m are in parentheses.
Boundary Ingoing Outgoing Cross terms 𝛴⟨𝐹DFT⟩ 𝛴⟨𝐹undecomposed⟩

MW (W/m) MW (W/m) MW (W/m) MW (W/m) MW (W/m)

West 854.9 (323.3) −269.8 (−102.0) 1.4 (0.5) 586.5 (221.8) 586.5 (221.8)
North 331.9 (205.9) −174.5 (−108.2) 16.7 (10.4) 174.1 (108.1) 174.1 (108.1)
South 144.2 (95.9) −218.1 (−145.0) −4.1 (−2.7) −77.9 (−51.8) −77.9 (−51.8)
L
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