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A B S T R A C T

Data validation is a crucial step in the analysis of any dataset, as it ensures its reliability and accuracy. In
the field of scientific research, where data play a fundamental role in making informed decisions and drawing
meaningful conclusions, the validation process becomes even more critical. In this context, the comparison
of analysis and reanalysis data with observations serves as an effective method to assess the quality and
consistency of datasets. This paper presents the DSCompare tool able to evaluate numerically simulated
oceanographic and atmospheric datasets by comparing them with observed data through performing multiple
statistical tests.

Code metadata

Current code version V2.1
Permanent link to code/repository used for this code version https://github.com/SoftwareImpacts/SIMPAC-2023-317
Permanent link to reproducible capsule https://codeocean.com/capsule/9212622/tree/v1
Legal code license MIT License
Code versioning system used Zenodo
Software code languages, tools and services used MATLAB
Compilation requirements, operating environments and dependencies MATLAB 2021
If available, link to developer documentation/manual https://zenodo.org/record/8152618/files/UserManual_DSCompare_v2.1.pdf?download=1
Support email for questions humberto.varona@ufpe.br

1. Introduction

The oceans cover approximately 71% of the Earth’s surface [1] and
contain an incredible amount of information that scientists strive to
unravel. However, obtaining comprehensive observational data from
the vast oceanic poses numerous challenges. Consequently, researchers
have turned to oceanic datasets analysis and reanalysis to gain in-
sights into long-term trends, understand climate variability [2], and
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predict future scenarios [3]. Nevertheless, these datasets must undergo
rigorous validation to ensure their reliability and usability. Oceanic
datasets analysis involves processing and interpreting a vast amount
of collected data to derive meaningful insights into ocean dynamics
and properties, such as temperature, salinity, currents, and biological
activity. Reanalysis, on the other hand, refers to the reconstruction of
past climate conditions using historical data and advanced mathemat-
ical models [4]. By assimilating various data sources, including in-situ
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measurements, remote sensing, buoys, ships, and autonomous under-
water vehicles, analysts and reanalysts create comprehensive datasets
that provide valuable information about the state of the oceans. This
software takes a comprehensive approach to validate ocean analysis
and reanalysis datasets against observational data. Several statistical
techniques commonly used by geoscientists, including bias analysis [5–
8], root mean square error (RMSE) computations [5,8,9], scatter in-
dex [5,9,10], Mann Whitney test [11,12], two samples 𝑡-test [11,13],
two samples 𝐹 -test [14], trend [15], covariance, correlation and max-
imum anomaly analysis [16], are employed to assess the performance
and consistency of the datasets. The evaluation focuses on comparing
large-scale ocean patterns as well as localized regions and finer scales
to detect possible discrepancies between datasets and observations.

2. Software details

The DSCompare software [17] has been developed in the App
designer suit as a MATLAB 2021b package. Its main objective is to
validate spatially distributed analysis and reanalysis datasets (model
output) through comparisons with observed datasets using various
statistical tests. This software only imports data that are in standard
NetCDF format. As a first step the two datasets to be compared (simu-
lated and observed) should be prepared, since both should have the
same spatial resolution. This is done by interpolating the simulated
dataset and obtaining a new grid with values at the same nodes as the
observed dataset. Such step is automatically executed by DSCompare,
after having uploaded both sets in the software. The simulated dataset
must be vertically interpolated in order to match the observed data
at the same depths. The latter can be achieved through the CDO
(Climate Data Operator) [18] and NCVerticalnterp [19] tools. Also both
datasets must have the same frequency and the same start and end
dates, and by using CDO this process can be done very simply. For
hydro-thermodynamics datasets an additional step is needed, since the
output of models such as CROCO, ROMS, and NEMO are in specific
NetCDF format, by adopting ad-hoc tools able to standardize them:
CROCOTOOLS [20], ROMSTOOLS [21,22], and fcNEMOtoStd [23] re-
spectively. In case the validation is performed on the ocean surface or
at a specific depth, a specific plane (desired depth) can be selected with
CDO and NCVerticalnterp. DSCompare is very easy to use, once com-
patibilized the two datasets to be compared (equal spatial resolution,
where the grid nodes coincide, and equal frequency, coinciding the time
instants, the initial and final dates). The simulated dataset (Dataset for
Analysis) and the observed dataset (Reference Dataset) will be firstly
loaded, then the next step will be to select the variables to compare
(normally a NetCDF file has several variables, this process can be
accelerated by previously extracting the variables in separate files with
the CDO and NCO [24] tools). After this, DSCompare will automatically
perform all the statistical analyses, which will be displayed by selecting
the analysis using the button corresponding to it (Fig. 1).

3. Software algorithms

The DSCompare software automatically computes several statistical
tests for both datasets (simulated and observed) after loading the
NetCDF files and creating a time series at each node of both grids.
The complete list of these statistical tests is as follows: Mean value of
oceanographic parameters, Mann Whitney test, two-sample 𝑡-test, two-
sample 𝐹 -test, normalized bias/bias (Equations S1 and S2), standard
deviation, coefficient of determination (Equation S3), RMSE (Equa-
tion S4), maximum anomalies, scatter index (Equation S5), covariance
(Equation S6), and trend analysis. All these statistical tests are essential
for analyzing, comparing, validating and interpreting data in ocean
and atmospheric sciences. They provide researchers with valuable tools
for exploring trends, comparing samples, analyzing distributions, and

Fig. 1. Logical steps to perform ocean variable validation with DSCompare software.

4. Related works

Using DSCompare, spatial significant waveheight data, obtained in
3 study cases simulated with the WAVEWATCH III model during an
extreme weather event occurred in March 2016 off the coast of Rio
Grande do Sul (Brazil), have been validated, and the results of this
research have been published [5].

5. Impact overview

The DSCompare software can be quickly and efficiently employed
to validate numerically simulated datasets with different oceanic and
atmospheric products. A large percentage of research in both oceanog-
raphy and meteorology is performed on simulated datasets, which
require validation before use. This is precisely where DSCompare plays
an important role, saving time in validation and evaluating datasets
from analysis and reanalysis. As a summary of the impact that this
software can produce, let us explore these examples of its utilization.

Due to the fact that the GLOBAL_MULTIYEAR_PHY_001_030 prod-
uct is a global reanalysis dataset [25] and has been used for the
region of the waters adjacent to Fernando de Noronha Island (North-
Eastern Brazil), it is validated at the surface and at various depths
through vertical profiles by computing the bias (mean value of the
difference between the observed data and the reanalysis data [26]).
The surface validations have been performed with the DSCompare v2.0
software, using the MODIS Aqua satellite Sea Surface Temperature
(SST) datasets [27,28], Sea Surface Salinity (SSS) from the SMOS
mission dataset (Soil Moisture and Ocean Salinity [29]) and surface
current data from the OSCAR dataset (Ocean Surface Currents Analyses
Real-time; [30]). The latter product was used by [31] within a study
of surface currents in the tropical Atlantic Ocean; OSCAR is a reliable
data set, which computes surface current velocity from satellite data
combined with in-situ instrument data of Sea Surface Height (SSH),
SST and surface winds. The parameters SSS, SST, and surface current
components of the GLOBAL_MULTIYEAR_PHY_001_030 product were
validated by computing the BIAS with respect to the SMOS, MODIS-
Aqua, and OSCAR datasets (Figure S1), showing good agreement at the
surface for this region. The maximum bias for the SSS, SST, and the
zonal and meridional components of the surface currents were 0.15 psu,
0.2 ◦C, 0.11 m s−1, and 0.15 m s−1 respectively.

Figure S2 shows the spatial comparison between the GFS model
output [32] in the area located within 70◦W – 4◦W of longitude and
establishing relationships.
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Fig. 2. Comparison between the GFS wind model and the ASCAT dataset: (a) is the probability (𝑝-values) resulting from the 𝑡-test with a significance value of 0.05, and (b) is
he result of the 𝑡-test hypothesis evaluation (0 is accepted and 1 is rejected).

5◦S - 13◦S of latitude and the ASCAT satellite retrieved dataset [33],
his type of study was performed at [5] to validate the wind data from
he GFS model before being used as input to the WAVWATCHIII model.
he GFS data, in general compare well with the ASCAT dataset (Table
1): the mean values of bias and RMSE are shown in the whole region
or the wind components and their intensity, and can be also seen in
igure S2a-f. On the contrary, along a stretch of the Rio Grande do
ul coast there is an overestimation of the wind intensity, as shown in
ig. 2a, b where significant differences between the GFS and ASCAT
odels can be acknowledged. This can be explained by the fact that

he remotely sensed wind datasets are altimetric and these are affected
y 25%–30% of error within the coastal areas due to different sources.

Among the most common sources of error are the following: At-
ospheric effects, such as atmospheric pressure and water vapor, can

ause significant errors in satellite altimetry. Changes in atmospheric
ressure can affect the measurement of sea level, while water vapor can
ause errors in the microwave signals used to measure the waves [34].
tudies have shown that atmospheric effects can cause errors of up to
0% in wave height measurements; Wind can also affect the accuracy of
ave measurements obtained through satellite altimetry. Strong winds

an cause significant waveheight and wavelength changes, making it
ifficult to obtain accurate measurements. Moreover, the wind can
ause the ocean’s surface to become rough [34,35], leading to errors in
he satellite measurements and accounting for up to 15% in waveheight
easurements’ error; Satellite orbit errors can also affect the accuracy

f wave measurements obtained through satellite altimetry. These er-
ors can be caused by various factors, such as gravitational forces and
rag forces from the atmosphere. Studies have shown that orbit errors
an cause errors of up to 3 cm in sea level measurements [36,37]; and
nstrumental errors can also affect the accuracy of wave measurements
btained through satellite altimetry and can be due to various factors,
uch as calibration errors and electronic noise [35,37]. Instrumental
rrors can cause errors of up to 1 cm in sea level measurements.

Fig. 3 shows the comparison of SST between the ERA5 and Windsat
atasets. The entire region shows that there are no significant differ-
nces according to the Mann-Whitney test all 𝑝-values > 0.05 (Fig. 3a),
owever Fig. 3b shows large absolute bias values on the west coast of
frica, in the vicinity of the 3◦S parallel, and in areas near the east coast
f South America between the 50◦S to 20◦S parallels. Fig. 3c shows
he spatial distribution of the maximum SST anomalies, calculated
ccording to the method of [38], finding anomalies of 4 to 5 ◦C between
he 50◦S and 25◦S parallels, and north of 28◦N.

mStatGraph has 10 data comparison tests that in together with the
oading of each dataset to be compared have a run time of O(n𝟐) each.
able S2 shows the performance of mStatGraph in terms of processing
ime and RAM usage in the 6 examples provided. The code is optimized
o minimize RAM usage so that only the two variables to be compared
re loaded, regardless of how many variables are contained in the

6. Further development of the software

In the next future, the following equations will be implemented
to have more comparison criteria between simulated and observed
spatial datasets: The Mean Bias Error [39], is computed by Equation
S7; The normalized Root Mean Square Error [40], this parameter can be
computed by the equations S8 and S9.; the Percentage Error (Equation
S10) [40]; and the Model Performance Index (Equation S11) [41].

7. Final remarks

This software can be widely used in a practical and efficient manner
for various types of ocean or atmospheric research application where it
is necessary to validate simulated datasets from analysis and reanalysis
by comparing them with observed data.
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Fig. 3. Comparison between ERA5 SST and Windsat SST: (a) Probability of Mann–Whitney test, (b) SST bias and (c) SST maximum anomaly.

eferences

[1] J.K. Hall, GEBCO centennial special issue – charting the secret world of the
ocean floor : The GEBCO project 1903–2003, Mar. Geophys. Res. 27 (1) (2006)
1–5, http://dx.doi.org/10.1007/s11001-006-8181-4.

[2] B.F. Murphy, B. Timbal, A review of recent climate variability and climate
change in southeastern Australia, Int. J. Climatol. 28 (7) (2008) 859–879,
http://dx.doi.org/10.1002/joc.1627.

[3] K. Md. A. Hassan, Predicting future global sea level rise from climate change
variables using deep learning, Int. J. Comput. Digit. Syst. 13 (1) (2023) 829–836,
http://dx.doi.org/10.12785/ijcds/130166.

[4] P. Gooding, M.J. Lazenby, M.R. Frogley, C. Dai, W. Su, Documents, Reanalysis,
and Global Circulation Models : A New Method for Reconstructing Historical Cli-
mate Focusing on Present-day Inland Tanzania, 1856–1890, Copernicus GmbH,
2023, http://dx.doi.org/10.5194/egusphere-2023-992.

[5] D.M. Borges, H.L. Varona, M.F. Alonso, M. Araujo, F. Hernandez, Investigating
an extreme meteo-oceanographic event in the southern Brazil from in situ
observations and modeling results, Reg. Stud. Mar. Sci. 65 (2023) 103071,
http://dx.doi.org/10.1016/j.rsma.2023.103071.

[6] M.V.B. Silva, B. Ferreira, M. Maida, S. Queiroz, M. Silva, H.L. Varona, T.C.M.
Araújo, M. Araújo, Flow-topography interactions in the western tropical atlantic
boundary off northeast Brazil, J. Mar. Syst. 227 (2022) 103690, http://dx.doi.
org/10.1016/j.jmarsys.2021.103690.

[7] H.L. Varona, M.A. Silva, D. Veleda, F.S. Leite, M.D.C. Moura, M. Araujo, Influence
of underwater hydrodynamics on oil and gas blowouts off Amazon River
Mouth, Trop. Oceanogr. 46 (1) (2018) http://dx.doi.org/10.5914/tropocean.
v46i1.237249.

[8] T.A. Capuano, M. Araujo, M. Silva, H.L. Varona, G. Cambon, A. Koch-Larrouy,
T-S and hydrodynamical structures within the deltaic regions and continental
platforms adjacent to two northeastern Brazilian rivers, Reg. Stud. Mar. Sci. 51
(2022) 102219, http://dx.doi.org/10.1016/j.rsma.2022.102219.

[9] N. Chacko, D. Dutta, M.M. Ali, J.R. Sharma, V.K. Dadhwal, Near-real-time
availability of ocean heat content over the north Indian ocean, IEEE Geosci.
Remote Sens. Lett. 12 (5) (2015) 1033–1036, http://dx.doi.org/10.1109/lgrs.
2014.2375196.

[10] S.K. Sasamal, M.S. Kumar, C.V. Rao, OHC, OMT and TCHP products with AMSR2
SST, J. Indian Soc. Remote Sens. 46 (7) (2018) 1035–1046, http://dx.doi.org/
10.1007/s12524-018-0767-1.

[11] K. Silva, H.L. Varona, M. Araujo, C. Medeiros, L. Santos, Characterization of dis-
solved inorganic carbon and dissolved oxygen in two impacted amazonian lakes,
Pan-Am. J. Aquat. Sci. 17 (2) (2022) http://dx.doi.org/10.54451/panamjas.17.
2.97.

[12] C. Noriega, C. Medeiros, H.L. Varona, L. Rodrigues, M. Araujo, S. Monteiro, A.X.
da Silva, N.A. Pereira, E.E.S. de Lima, D.S.T. da Silva, S. de Campos Pereira,
J. Araujo, M. Rollnic, Water quality in a tropical Estuarine Channel : Current
conditions, trends, and trophic status (1990–2016), Water Air Soil Pollut. 233
(9) (2022) http://dx.doi.org/10.1007/s11270-022-05852.

[13] H.L. Varona, D. Veleda, M. Silva, M. Cintra, M. Araujo, Amazon river plume
influence on western tropical atlantic dynamic variability, Dynam. Atmos. Oceans
85 (2019) 1–15, http://dx.doi.org/10.1016/j.dynatmoce.2018.10.002.

[14] A.J.M. Yunus, N. Nakagoshi, Effects of seasonality on streamflow and water
quality of the Pinang River in Penang Island, Malaysia, Chin. Geogr. Sci. 14
(2) (2004) 153–161, http://dx.doi.org/10.1007/s11769-004-0025-z.

[15] C. Noriega, M. Araujo, H.L. Varona, M. Costa, A.E. Calzada, C. Medeiros, A.X.
Silva, L.P. Portela, D.S. Bezerra, R. Jeronimo, P.P. Barros, J. Araujo, M. Rollnic,
Long-term trend of nitrogen and phosphorus transport in 12 tropical coastal
watersheds in Northeast Brazil. Química Nova, Sociedade Brasileira de Quimica
(SBQ) (2023) http://dx.doi.org/10.21577/0100-4042.20230058.

[16] H.L. Varona, S.M.A. Lira, M. Araujo, CalcPlotAnomaly: A set of functions in
MATLAB for the computation and plotting of anomalies of oceanographic and
meteorological parameters, Soft. Impacts 14 (2022) 100448, http://dx.doi.org/
10.1016/j.simpa.2022.100448.

[17] H.L. Varona, T.A. Capuano, C. Noriega, J. Araujo, M. Araujo, F. Hernandez,
Software to analyze, compare and validate analysis and reanalysis datasets with
an observed dataset (DSCompare), 2023, http://dx.doi.org/10.5281/ZENODO.
7823970, Version 2.0. Zenodo.

[18] U. Schulzweida, CDO User’s Guide. Hamburg: Climate Data Op-
erators Version 1.0.1, Max–Planck-Institute for Meteorology, 2006,
Available at https://src.fedoraproject.org/lookaside/pkgs/cdo/cdo.pdf/
90a93037089dddf6f8919b9d6c30bff7/cdo.pdf (Accessed in 23 June 2023).

[19] H.L. Varona, Vertically interpolates NetCDF files (NCVerticalInterp), 2023, http:
//dx.doi.org/10.5281/ZENODO.7519015, Version 1.2. Zenodo..

[20] S. Jullien, M. Caillaud, R. Benshila, L. Bordois, G. Cambon, F. Dufois, J. Gula,
M. Le Corre, S. Le Gentil, F. Lemarié, P. Marchesiello, Croco tutorials, 2022,
Available at https://archimer.ifremer.fr/doc/00747/85932/91193.pdf. (Accessed
in 23 June 2023).

[21] P. Penven, G. Cambon, T.A. Tan, P. Marchesiello, L. Debreu, ROMSTOOLS user’s
guide, Rapport Techn. IRD and LPO/UBO, Laboratoire de Physique des Oceans,
Universite de Bretagne Occidentale/UFR Sciences, 2003.

[22] P. Penven, L. Debreu, P. Marchesiello, J.C. Mcwilliams, Evaluation and applica-
tion of the ROMS 1-way embedding procedure to the central california upwelling
system, Ocean Model. 12 (1–2) (2006) 157–187, http://dx.doi.org/10.1016/j.
ocemod.2005.05.002.

[23] H.L. Varona, Format converter from NEMO model to NetCDF standard (fc-
NEMOtoStd), 2023, http://dx.doi.org/10.5281/ZENODO.7542570, Version 1.5.
Zenodo.

[24] C.S. Zender, Analysis of self-describing gridded geoscience data with netcdf
operators (NCO), Environ. Model. Softw. 23 (10–11) (2008) 1338–1342, http:
//dx.doi.org/10.1016/j.envsoft.2008.03.004.

[25] European union-copernicus marine service, 2018, http://dx.doi.org/10.48670/
MOI-00021, Global Ocean Physics Reanalysis [Dataset]. Mercator Ocean
International.

[26] R.M. Campos, C. Guedes Soares, Comparison of HIPOCAS and ERA wind and
wave reanalyses in the north atlantic ocean, Ocean Eng. 112 (2016) 320–334,
http://dx.doi.org/10.1016/j.oceaneng.2015.12.028.

[27] C.C. Walton, W.G. Pichel, J.F. Sapper, The development and operational appli-
cation of nonlinear algorithms for the measurement of sea surface temperatures
with the NOAA polar-orbiting environmental satellites, J. Geophys. Res. 103
(C12) (1998) 27999–28012, http://dx.doi.org/10.1029/98jc02370.

[28] O.B. Brown, P.J. Minnett, MODIS infrared sea surface temperature algorithm
theoretical basis document, 1999, Ver 2.0, http://modis.gsfc.nasa.gov/data/atbd/
atbd_mod25.pdf.

[29] Y.H. Kerr, P. Waldteufel, J.-P. Wigneron, S. Delwart, F. Cabot, J. Boutin, M.-J.
Escorihuela, J. Font, N. Reul, C. Gruhier, S.E. Juglea, M.R. Drinkwater, A. Hahne,
M. Martín-Neira, S. Mecklenburg, The SMOS mission: New tool for monitoring
key elements of the global water cycle, Proc. IEEE 98 (5) (2010) 666–687,
http://dx.doi.org/10.1109/jproc.2010.2043032.

[30] E.S. Johnson, F. Bonjean, G.S.E. Lagerloef, J.T. Gunn, G.T. Mitchum, Validation
and error analysis of OSCAR sea surface currents, J. Atmos. Oceanic Technol.
24 (2007) 688–701, http://dx.doi.org/10.1175/JTECH1971.1.

[31] E. Muñoz, Surface Current Variability in the Tropical Atlantic, Tech. Rep.,
University of Maryland at College Park, 2003.

[32] National centers for environmental prediction/national weather
service/NOAA/U.S, 2015, http://dx.doi.org/10.5065/D65D8PWK, Department
Of Commerce, NCEP GFS 0.25 Degree Global Forecast Grids Historical Archive.
UCAR/NCAR - Research Data Archive.
4

http://dx.doi.org/10.1007/s11001-006-8181-4
http://dx.doi.org/10.1002/joc.1627
http://dx.doi.org/10.12785/ijcds/130166
http://dx.doi.org/10.5194/egusphere-2023-992
http://dx.doi.org/10.1016/j.rsma.2023.103071
http://dx.doi.org/10.1016/j.jmarsys.2021.103690
http://dx.doi.org/10.1016/j.jmarsys.2021.103690
http://dx.doi.org/10.1016/j.jmarsys.2021.103690
http://dx.doi.org/10.5914/tropocean.v46i1.237249
http://dx.doi.org/10.5914/tropocean.v46i1.237249
http://dx.doi.org/10.5914/tropocean.v46i1.237249
http://dx.doi.org/10.1016/j.rsma.2022.102219
http://dx.doi.org/10.1109/lgrs.2014.2375196
http://dx.doi.org/10.1109/lgrs.2014.2375196
http://dx.doi.org/10.1109/lgrs.2014.2375196
http://dx.doi.org/10.1007/s12524-018-0767-1
http://dx.doi.org/10.1007/s12524-018-0767-1
http://dx.doi.org/10.1007/s12524-018-0767-1
http://dx.doi.org/10.54451/panamjas.17.2.97
http://dx.doi.org/10.54451/panamjas.17.2.97
http://dx.doi.org/10.54451/panamjas.17.2.97
http://dx.doi.org/10.1007/s11270-022-05852
http://dx.doi.org/10.1016/j.dynatmoce.2018.10.002
http://dx.doi.org/10.1007/s11769-004-0025-z
http://dx.doi.org/10.21577/0100-4042.20230058
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.5281/ZENODO.7823970
http://dx.doi.org/10.5281/ZENODO.7823970
http://dx.doi.org/10.5281/ZENODO.7823970
https://src.fedoraproject.org/lookaside/pkgs/cdo/cdo.pdf/90a93037089dddf6f8919b9d6c30bff7/cdo.pdf
https://src.fedoraproject.org/lookaside/pkgs/cdo/cdo.pdf/90a93037089dddf6f8919b9d6c30bff7/cdo.pdf
https://src.fedoraproject.org/lookaside/pkgs/cdo/cdo.pdf/90a93037089dddf6f8919b9d6c30bff7/cdo.pdf
http://dx.doi.org/10.5281/ZENODO.7519015
http://dx.doi.org/10.5281/ZENODO.7519015
http://dx.doi.org/10.5281/ZENODO.7519015
https://archimer.ifremer.fr/doc/00747/85932/91193.pdf
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb21
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb21
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb21
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb21
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb21
http://dx.doi.org/10.1016/j.ocemod.2005.05.002
http://dx.doi.org/10.1016/j.ocemod.2005.05.002
http://dx.doi.org/10.1016/j.ocemod.2005.05.002
http://dx.doi.org/10.5281/ZENODO.7542570
http://dx.doi.org/10.1016/j.envsoft.2008.03.004
http://dx.doi.org/10.1016/j.envsoft.2008.03.004
http://dx.doi.org/10.1016/j.envsoft.2008.03.004
http://dx.doi.org/10.48670/MOI-00021
http://dx.doi.org/10.48670/MOI-00021
http://dx.doi.org/10.48670/MOI-00021
http://dx.doi.org/10.1016/j.oceaneng.2015.12.028
http://dx.doi.org/10.1029/98jc02370
http://modis.gsfc.nasa.gov/data/atbd/atbd_mod25.pdf
http://modis.gsfc.nasa.gov/data/atbd/atbd_mod25.pdf
http://modis.gsfc.nasa.gov/data/atbd/atbd_mod25.pdf
http://dx.doi.org/10.1109/jproc.2010.2043032
http://dx.doi.org/10.1175/JTECH1971.1
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb31
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb31
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb31
http://dx.doi.org/10.5065/D65D8PWK


H.L. Varona, T.A. Capuano, C. Noriega et al. Software Impacts 18 (2023) 100578
[33] A. Bentamy, D.C. Fillon, Gridded surface wind fields from metop/ASCAT mea-
surements, Int. J. Remote Sens. 33 (6) (2011) 1729–1754, http://dx.doi.org/10.
1080/01431161.2011.600348.

[34] M.J. Fernandes, C. Lázaro, T. Vieira, On the role of the troposphere in satellite
altimetry, Remote Sens. Environ. 252 (2021) 112149.

[35] D.B. Chelton, J.C. Ries, B.J. Haines, L.L. Fu, P.S. Callahan, Satellite altimetry, Int.
Geophys. 69 (2001) 1–131, http://dx.doi.org/10.1016/S0074-6142(01)80146-7,
i-ii.

[36] C. Jayles, J.P. Chauveau, A. Auriol, DORIS/DIODE: Real-time orbit determination
performance on board SARAL/AltiKa, Mar. Geodesy. 38 (sup1) (2015) 233–248,
http://dx.doi.org/10.1080/01490419.2015.1015695.

[37] Z. Li, J. Guo, B. Ji, X. Wan, S. Zhang, A review of marine gravity field recovery
from satellite altimetry, Remote Sens. 14 (19) (2022) 4790, http://dx.doi.org/
10.3390/rs14194790.

[38] H.L. Varona, S.M.A. Lira, M. Araujo, CalcPlotAnomaly: A set of functions in
MATLAB for the computation and plotting of anomalies of oceanographic and
meteorological parameters, Softw. Impacts 14 (2022) 100448, http://dx.doi.org/
10.1016/j.simpa.2022.100448.

[39] C. Willmott, K. Matsuura, Advantages of the Mean Absolute Error (MAE) over
the root mean square error (RMSE) in assessing average model performance,
Clim. Res. 30 (2005) 79–82, http://dx.doi.org/10.3354/cr030079.

[40] P.A. Umesh, M.R. Behera, Performance evaluation of input-dissipation parame-
terizations in WAVEWATCH III and comparison of wave hindcast with nested
WAVEWATCH III-SWAN in the Indian seas, Ocean Eng. 202 (2020) 106959,
http://dx.doi.org/10.1016/j.oceaneng.2020.106959.

[41] R.C. Ris, L.H. Holthuijsen, N. Booij, A third-generation wave model for coastal
regions: 2. Verification, J. Geophys. Res: Oceans 104 (C4) (1999) 7667–7681,
http://dx.doi.org/10.1029/1998jc900123.
5

http://dx.doi.org/10.1080/01431161.2011.600348
http://dx.doi.org/10.1080/01431161.2011.600348
http://dx.doi.org/10.1080/01431161.2011.600348
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb34
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb34
http://refhub.elsevier.com/S2665-9638(23)00115-X/sb34
http://dx.doi.org/10.1016/S0074-6142(01)80146-7
http://dx.doi.org/10.1080/01490419.2015.1015695
http://dx.doi.org/10.3390/rs14194790
http://dx.doi.org/10.3390/rs14194790
http://dx.doi.org/10.3390/rs14194790
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.1016/j.simpa.2022.100448
http://dx.doi.org/10.3354/cr030079
http://dx.doi.org/10.1016/j.oceaneng.2020.106959
http://dx.doi.org/10.1029/1998jc900123

	DSCompare: Unleashing the potential of ocean and atmospheric data with a comparative analysis software
	Introduction
	Software details
	Software algorithms
	Related works
	Impact overview
	Further development of the software
	Final remarks
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgments
	Appendix A. Supplementary data
	References


