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Abstract: The concept of using wastewater as a substitute for limited water resources and environ-
mental protection has enabled this sector to make major technological advancements and, as a result,
has given us an abundance of physical data, including chemical, biological, and microbiological
information. It is easier to comprehend wastewater treatment systems after studying this data. In
order to achieve this, a number of studies use machine learning (ML) algorithms as a proactive
approach to solving issues and modeling the functionalities of these processing systems while uti-
lizing the experimental data gathered. The goal of this article is to use textual analysis techniques
to extract the most popular machine learning models from scientific documents in the “Web of
Science” database and analyze their relevance and historical development. This will help provide
a general overview and global scientific follow-up of publications dealing with the application of
artificial intelligence (Al) to overcome the challenges faced in wastewater treatment technologies.
The findings suggest that developed countries are the major publishers of articles on this research
topic, and an analysis of the publication trend reveals an exponential rise in numbers, reflecting the
scientific community’s interest in the subject. As well, the results indicate that supervised learning is
popular among researchers, with the Artificial Neural Network (ANN), Random Forest (RF), Support
Vector Machine (SVM), Linear Regression (LR), Adaptive Neuro-Fuzzy Inference System (ANFIS),
Decision Tree (DT), and Gradient Boosting (GB) being the machine learning models most frequently
employed in the wastewater treatment domain. Research on optimization methods reveals that the
most well-known method for calibrating models is genetic algorithms (GA). Finally, machine learning
benefits wastewater treatment by enhancing data analysis accuracy and efficiency. Yet challenges
arise as model training demands ample, high-quality data. Moreover, the limited interpretability of
machine learning models complicates comprehension of the underlying mechanisms and decisions
in wastewater treatment.

Keywords: wastewater treatment; machine learning; textual analysis; artificial intelligence; optimiza-
tion methods

1. Introduction

Machine learning (ML) is a buzzword these days. Clearly, machine learning is a branch
of artificial intelligence (Al). It is a technology aimed at producing many powerful and
practical tools for modeling complex problems in various fields and simplifying difficult
systems into manageable applications. In the literature, several researchers in diverse fields
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have used this technology because of its flexibility of use, speed of operation, and allowable
accuracy without the need to understand the behavior of natural phenomena or physical
systems [1,2].

In geoscience, machine learning is used in geology for lithological discrimination
of facies [3-5] and in hydrology for the prediction of extreme events and calibration of
satellite-based precipitation products [6,7]. In the financial sector, Al is a hot topic that
has attracted several authors to use it in risk management and financial services [8-11].
In healthcare, intelligence has taken its place in several areas: in medicine, and more
specifically in the medical field, machine learning algorithms are heavily involved [12-16],
in epidemiological behavior analysis [17,18], and also in the pharmaceutical field [19-21].

ML has been used in various environmental disciplines due to its ability to simulate
the behavior of aquatic systems, such as wastewater treatment plants [22,23]. Wastewater
treatment plays a key role in the economy and conservation of water resources, as well
as in the environmental protection of aquatic environments. The complication of natural
systems and the diversity of wastewater treatment conditions lead to a variation in the
treatment behavior of the water and a fluctuation in operating costs.

The variety of wastewater, the characteristics of the tributaries, the concentrations of
pollutants from multiple sources, and the geospatial and climatic conditions vary consid-
erably from one treatment plant to another. These factors make wastewater treatment a
complex process governed by a strong oscillation of chemical, physical, and microbiological
parameters. The stochastic notion of natural phenomena coupled with anthropogenic
activities leads to a multitude of uncertainties in the wastewater treatment process [24].
This complexity leads many scientists to search for simple approaches to understand and
control the behavior of these systems through mathematical models in the future. There
are several models in the literature that allow the separate modeling of chemical reactions,
physical processes, and biological behavior, as well as other processes supported in the
treatment system. This variety in the typology of the models requires the coupling of the
latter in order to have complex global modeling. The complexity of this modeling has led
researchers to call another type of model into the category of ML capable of encompassing
all these processes in a structure, namely machine learning models [25].

Opverall, there are a multitude of applications of machine learning in wastewater treat-
ment that have proven the potential and effectiveness of these approaches in confronting
problems linked to wastewater treatment [26,27].

One of the important applications of machine learning in wastewater treatment is
improving the operating efficiency of treatment processes by optimizing the energy con-
sumption of a wastewater treatment plant [28]. Machine learning can also be used to
optimize treatment processes by adjusting them based on the prediction of wastewater
quality [29]. Another area where machine learning can be applied to water treatment is
wastewater reuse. Based on the analysis of wastewater characteristics by machine learning
models, optimal conditions for wastewater reuse can be identified. Konstantina et al. [30]
showed the feasibility of using machine learning for optimal irrigation purposes. Machine
learning can also be used to discover the performance of wastewater treatment processes,
such as biological nutrient removal, with a high degree of accuracy [31,32]. These models
can be used in the modification of processing processes by identifying optimal conditions
for maximum performance while minimizing the use of resources.

On the other hand, it is essential to highlight that the preprocessing of big data holds
crucial significance in the field of artificial intelligence applied to wastewater treatment.
This indispensable and frequently required step plays a pivotal role in ensuring the accuracy
and reliability of analyses and results obtained through machine learning models [33,34].
Therefore, it is imperative to devote special attention to this essential subject in order to
ensure the quality and relevance of the conclusions drawn from these complex datasets.

Ultimately, there are many uses for machine learning in wastewater treatment, and
each one has a different goal depending on the issues it encounters and the goals it sets out
to achieve. A variety of ML models are emerging as a result of the intense research being
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done on the use of artificial intelligence methods. The goal of this work is to apply textual
analysis techniques to extract the information required for using ML models in the field of
wastewater treatment and to provide a general overview of the most popular models and
algorithms currently in use. The bibliometric and textual analysis of the Web of Science
database served as the foundation for this study.

2. Material and Methods

The sheer number of scientific documents makes it difficult to search for specific topics.
The Web of Science platform provides filters that focus on the target documents based
on keywords or author names. However, this platform remains insufficient to extract
the maximum amount of information. The application of statistical and data analysis
approaches specific to the processing of large volumes of textual information allows the
development of decision-support tools.

The methodology used in this paper (Figure 1) is based on the import of data from the
Web of Science platform while using keywords (Wastewater, Machine Learning, Artificial
Intelligence) to filter our scientific niche. The obtained data are of a semi-structured
type. They can be used directly to perform bibliometric analyses or processed through
text mining methods to transform them into structured data and then draw the desired
relevant information, such as the geographical distribution of the target publications, the
most commonly used models, the chronological timeline of the topic selected, the word

clouds, etc.
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Figure 1. Schema of the Web of Science database processing and analysis methodology.

2.1. Database: Web of Science

The data used in this document is extracted from the world’s most credible global
citation database, Web of Science. The Web of Science platform is considered the most
robust search engine, providing a library of the best publication and citation data, classified
according to several categorical criteria to provide browsers with flexible access, discovery,
and evaluation with confidence. The Web of Science platform is multi-disciplinary and
tracks temporal developments in science across all disciplines from over 1.7 billion cited
references in over 159 million records. The credibility of this platform is built on the
trust provided by over 9000 academics, corporate and institute institutions, and millions
of researchers to the Web of Science to produce well-regarded research in the scientific
community, obtain the necessary information, and make clear decisions that guide the
future of their institution and their research strategy.
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2.2. Text Mining

Text mining, or text analytics, is a set of techniques and tools for mining unstructured
or semi-structured documents. It is the process of extracting ideas and information from a
textual dataset. Text mining is used to help researchers discover hidden relationships and
patterns between words and find relevant information from the textual content.

This content can be in the form of a Word document, publications on social networks
such as Twitter, libraries in the form of semi-structured Excel databases, as in our case in
this article, or others. The text mining technique allows us to schematize the links between
words and also to show, in a visual representation, the clouds of the most frequently used
words in a textual database.

3. Results and Discussion
3.1. Publishing Trend

The trend in scientific production is shown in Figure 2. In total, more than 600 papers
have been published on the topic of wastewater treatment by numerical methods, proving
the importance of this research field. From 1991 to 2016, the annual number of publications
on this topic was extremely low, with few publications per year. Meanwhile, a significant
increase in this field’s publications has occurred from 2016 to 2020. However, from 2020 up
until now, the findings showed an exponential increase in the annual number of publica-
tions, with a maximum number of 198 reached in 2022. The analysis of the publication trend
prior to 2016 revealed that the focus on the application of numerical methods and Machine
Learning models to solve the problems faced in wastewater treatment was not widely given
so much importance by the world’s researchers. The increase in scientific output after 2017
is strongly related to the evolution of science, the invention of new numerical and statistical
approaches, and the progress in the performance of computing machines, data processing,
and analysis software and programs.

Number of papers over time

Data base of Web of Science

991

|l

37
998

™

2008

Year

Figure 2. Temporal trend in scientific literature that involves the use of artificial intelligence as an
approach to solving problems faced in wastewater treatment.

3.2. Publications in the World

The distribution map of the global paper network was generated in order to thoroughly
examine how scientific articles are dispersed throughout the world based on an examination
of author and co-author addresses and international scientific cooperation (Figure 3). The
map revealed that 81 countries have published at least one paper about the application
of numerical modeling to wastewater treatment, with a total exceeding 605 papers in the
last 30 years. The number of papers is unusual among countries; it was much higher in
developed countries than in developing countries. For the past 30 years, all continents,
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with the exception of Antarctica, have published papers on the topic of applying artificial
intelligence to wastewater treatment, demonstrating its popularity globally. Moreover,
Figure 3 indicates that the USA, Canada, Spain, China, India, Saudi Arabia, Iran, Egypt,
Turkey, and Australia have published more papers than others.

Economic and social development . High income . Low income . Middle income

Figure 3. Worldwide distribution of scientific papers involving the application of artificial intelligence
to wastewater treatment issues.

Further analysis revealed that the number of international and national collabora-
tive papers was 35% and 65%, respectively. These results depict that the international
collaboration was widely known for its application of machine learning algorithms in the
wastewater treatment domain.

Regarding the types of papers, a total of 605 publications published between 1991
and 2023 are distributed over 8 types of papers. Articles (477) accounted for 78.84% of
the total contributions, followed by proceedings (10.58%) and review documents (10.08%)
while the remaining documents, including database reviews and editorial content, were
less expressive (0.5%).

Concerning the linguistic side of the documents, the analysis shows that the over-
whelming majority of the publications are published in English, representing 99.7% of
the total publications, while the other languages were less used, by a minimal percentage
of 0.03%.

3.3. Collaborations

In order to accelerate scientific progress, provide a wide range of perspectives that
can lead to innovative solutions, and accomplish a common goal in scientific research,
international collaborations within a particular discipline or across many scientific fields
between at least two scientists from different nations are crucial.

Figure 4 depicts the cooperative relationships among the countries in each region.
Each country is represented by a segment, whose size reflects the number of publications
it has produced. A cooperative relationship between two linked countries is symbolized
by a curve connecting the country segments, with a thicker curve indicating a stronger
partnership. Overall, the findings showed that the USA, Canada, Spain, China, India,
Saudi Arabia, Iran, Egypt, and Turkey had the strongest cooperation, the highest number
of publications worldwide, and clearly promoted scientific production in the application of
machine learning models in the wastewater field. Regarding the scientific collaboration
in each region, the East Asia and Pacific region had the largest number of cooperating
countries, compared to the Sub-Saharan Africa, Latin America, and Caribbean regions,
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which had the lowest number of countries. This difference could therefore be explained by
the collaborative network, the level of development, the scientific interest of each country,
and the number of countries in each region.

A cooperative relationship between two linked countries is symbolized by a curve
connecting the country segments, with a thicker curve indicating a stronger partnership.

Furthermore, the spatial pattern of international collaboration is dominated by the
following countries: in the Islamic world, by Saudi Arabia, Iran, Pakistan, and Egypt; in
Asia, by China and India; on the American continent, by the United States and Canada; and
in Europe, by Spain and England. Meanwhile, sub-Saharan and Latin American countries
are characterized by a low rate of collaboration with other regions of the world.

In general, there are various areas where scientific cooperation is crucial when applying
machine learning models to wastewater:

o Knowledge exchange: it allows researchers to share their knowledge and expertise,
allowing them to learn from each other, access tools and information not otherwise
available, and thus promote the development of the field in question;

e  Higher research quality: collaboration leads to a more rigorous and objective research
process. Peer review and collaboration help to ensure the reliability, reproducibility,
and accuracy of results. Moreover, it allows researchers to validate their results by
replicating them independently, thereby enhancing the evidence base;

e Increased funding opportunities: funding agencies are often more willing to support
collaborative research because it is perceived as more impactful and innovative;

e  Resources accessibility: it affords researchers access to a wider range of resources,
such as specialized equipment, databases, and research facilities. This access can be
particularly beneficial for early-career researchers who may not have the resources to
conduct certain types of research;

e Diverse perspectives and innovation: the emergence of new study fields, new method-
ologies, and innovative approaches requires the collaboration of researchers from
different disciplines and backgrounds, bringing different perspectives and ideas to
the table;

e  Addressing environmental and climate challenges: A call for interdisciplinary and
international cooperation is crucial in order to address challenges facing humanity,
including climate change, water scarcity, and pollution.
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3.4. Publishing Journals

The published papers on the topic of the application of artificial intelligence in wastew-
ater treatment came from 261 different journals. The analysis of the cumulative number of
articles published in each journal showed that 5.34 percent of the journals have had fewer
than 10 research papers published in the last three decades. The top 30 publishing journals
are presented in Figure 5a. These journals published almost a total of 245 papers, which
represents 40.49% of the total publications during the period 1991-2023, with an average of
12. This mean value appeared to be quite low, indicating that the application of artificial
intelligence in the wastewater treatment domain is new and trending.
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Figure 5. Most productive journals (a), publisher city (b), and authors in the application of artificial
intelligence in wastewater treatment (c).

These 30 journals are relatively distributed in five countries: the Netherlands, Switzer-
land, the United Kingdom, the United States, and Germany, where the United States
occupies the first place with a percentage of 43% (Figure 5b). Furthermore, these five
countries are developed countries, which perhaps indicates that developing countries do
not value the creation of well-reputed journals in this field.

This section has been concluded with Figure 5c, which suggests the 30 most active
authors applying artificial intelligence in the wastewater domain. As displayed, the well-
ranked authors are: Cortes, U.; Sanchez-Marre, M.; Poch, M.; Comas, J.; and Gibert, K.,
with a number of 6 to 10 publications or collaborations. The findings also showed that the
majority of the authors belong to Spain, which highlights their interest in this research topic.

3.5. Optimization Methods

Optimization methods are one of the key elements in machine learning, as they play
a crucial role in calibrating models capable of learning the mechanics of a system or a
phenomenon from the actual data obtained and subsequently making accurate predictions.
In machine learning, optimization consists of finding the optimal values of the model
parameters according to the minimization or maximization of a cost function.

However, the optimization phase of the model parameters can be arduous and chal-
lenging to deal with due to the model parameters, the high-dimensional search space, or
complex cost functions. Stochastic optimization methods provide a powerful framework to
address these challenges by combining stochastic modeling and optimization techniques.

The choice of the optimization method depends on various factors, including the type
of model, the magnitude of the data, and the available computational resources. Hence,
researchers in the field of machine learning continue to innovate and develop optimization
techniques to refine and improve model performance and reduce calibration time.

Optimization methods have attracted progressive attention in recent years due to
their widespread application in various research themes, such as wastewater treatment.
As shown in Figure 6, there are several optimization algorithms used in the literature for
wastewater treatment. Among these methods, Genetic Algorithm (GA) is the most famous
algorithm; it is cited in 20 articles with 27 repetitions, followed by Optimization of Particle
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Swarms (PSO) in 5 articles with 5 repetitions, and Gene Expression (GE) in 2 articles with
2 repetitions. The rest of the algorithms are marked by a single appearance.

Number of articles citing the Optimization Algorithm Number of repetitions of Optimization Algorithm
Between 1991 & 2023 Between 1991 & 2023
1 = §
= ! =
8 ==
Number of articles Number of repetitions
Number of articles Number of repetitions
Ny

& 10 15 5 10 15 20
Figure 6. The most used Optimization Algorithm method in the field of wastewater.

s The GA is a probabilistic optimization method inspired by the natural selection
process and genetics [35,36]. It involves the use of an initial population of potential
solutions that undergo a series of selection, reproduction, and mutation operations.

s The PSO is a metaheuristic optimization approach that simulates the behavior of
social animals such as birds and fish [37,38]. This involves the use of a swarm of
particles that move through the research space and update their positions according
to their own experience and that of their neighboring particles.

s The GE is an automatic programming method that evolves computer programs using
a combination of genetic algorithms and symbolic regression [39,40].

3.6. Machine Learning Models

Machine learning is becoming a priority in many scientific research themes. They want
to model the behavior of a complex system using large volumes of data. The choice of the
right model depends on the objectives set forth and the maturity of the data manipulators.
Among the research topics is the application of these algorithms to find their place in
the modeling of wastewater treatment systems. The major goal of this study is to exploit
textual analysis to discover the most commonly used machine learning models in the
wastewater domain. After the preprocessing and cleaning of the abstract text, a list of the
artificial intelligence models is prepared in order to perform an extraction, followed by a
unique count of publications citing each model and an overall count of the repetition of the
citations of each model.

The obtained results are depicted in Figure 7; reading the results reveals that seven
models are the most confronted in the field of wastewater: Artificial Neural Network
(ANN), Random Forest (RF), Support Vector Machine (SVM), Linear Regression (LR),
Adaptive Neuro-Fuzzy Inference System (ANFIS), Decision Tree (DT), and Gradient Boost-
ing (GB). The analysis also demonstrates that after 2018, the temporal evolution of the use
of these models is enhanced. The analysis also demonstrates that after 2018, the temporal
evolution of the use of these models is enhanced. This evolution is marked by an increase
in the level of application by 75% for some models, while others do not exceed this value.
In this part, we propose a review of the main machine learning models that are used in
practice in the field of wastewater treatment. All of them are described with very intuitive
information about the most common models used in Web of Science articles. Each model
description ends with a set of citations as an example of research served or exploited by the
model concerned.
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Figure 7. The most used machine learning models in the field of wastewater.

Therefore, machine learning models are grouped into two categories: supervised and
unsupervised. If the model is a supervised model, it can belong to one of two classes or
sub-categories: a regression or classification model.

3.6.1. Artificial Neural Networks (ANN)

ANN is a specific branch of research in computer science and neurocomputing. Its
concept is based on the structure of biological neurons in the human brain. There are
different types of this model, offering different paths of information processing.

Globally, ANN can be schematized as a set of neural systems composed of at least
two layers: an input layer and an output layer, generally including intermediate layers
(“hidden layers”). The more complex the problem to be solved, the more layers the neural
network must have, where each layer contains enough artificial neurons. The model is used
in several research topics in the field of wastewater, citing us as an example: monitoring
and design of biological wastewater treatment systems [41,42]; energy consumption opti-
mization in the sludge incineration unit of wastewater treatment systems [43]; predicting
the performances of wastewater treatment plants [26,44]; etc.

3.6.2. Random Forest (RF)

RF is an approach to ensemble learning that is based on decision trees. This model is
based on the creation of multiple decision trees involving split data sets from the original
data. A random selection of a subset of variables at each stage of the decision tree is required.
The model then selects the mode for all predictions in each decision tree. RF can be used in
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wastewater-based epidemiology applications [45], investigating the energy consumption in
wastewater treatment plants [46], modeling and evaluating the performance of wastewater
treatment systems [47], predicting inflow at wastewater treatment systems [48], etc.

3.6.3. Support Vector Machine (SVM)

A SVM is a supervised classification algorithm that allows for the treatment of non-
linear problems by reformulating them into quadratic optimization problems. Its purpose is
to facilitate these resolutions. This classification technique is based on two main axes: (i) the
notion of maximum margin, and (ii) the notion of kernel function. Briefly, the maximum
margin is the data separation boundary that maximizes the distance between the separation
boundary and the nearest data, where the kernel function is a kind of alternative to a scalar
product in a very high-dimensional space. This model was applied to evaluate the efficacy
of a large-scale aerobic biological wastewater treatment system in removing nitrogen [49]
as well as to present an indirect approach that relies on some drainage basin criteria for
the calculation of the major wastewater quality indicators [50]. Other searches employ this
model with the usual tuning parameters to find industrial discharge [51] and, additionally,
to simulate the unpredictability of chemical phosphorus removal procedures in wastewater
treatment facilities [52].

3.6.4. Linear Regression (LR)

LR is undoubtedly still the simplest statistical modeling method to use. The idea of
this model is simply to find a line that best fits the output data. The LR penetrates the
multiple linear regression and the polynomial regression. There are generally two types of
regression: simple regression (one explanatory variable) and multiple regression (several
explanatory variables), although the conceptual framework and calculation methods are
identical. The model is applied to several research topics in the field of wastewater, citing as
examples: Altowayti et al. [53], who used linear regression to explain the adsorption of Zn?*
from synthesized water; Nourani et al. [54], who also used it to predict the performance
of the Nicosia wastewater treatment plant; and Nguyen et al. [55], who worked on the
adsorption mechanisms of pharmaceuticals onto biochar by applying the same model.

3.6.5. Decision Tree (DT)

DT is a popular model used in operations research, strategic planning, and machine
learning. Its principle is based on a diagram that conceptualizes the possible outcomes
of a series of interconnected choices. The model usually begins with a node from which
several possible outcomes flow. Each of these outcomes leads to other nodes, from which
other possibilities arise. The resulting diagram conceptualizes the shape of a tree. The
decision tree model is used in different application areas, such as the prediction of effluent
total nitrogen from a full-scale wastewater treatment plant using a combined trickling
filter-activated sludge system [56]; wastewater network maintenance and optimization [57];
predicting water quality [58]; and controlling sewage discharge in wastewater treatment
systems [59].

3.6.6. Logistic Regression

Logistic regression is a supervised classification algorithm popular in machine learning
that is similar to linear regression. Otherwise, it is a generalized linear model using a logistic
function as a link function. It is utilized to model the probability of a finite number of
outcomes. It predicts the probability that an event will or will not occur based on the
optimization of the regression coefficients. This outcome always varies between 0 and 1.
When the predicted value is above a threshold, the event is likely to occur, while when this
value is below the same threshold, it is not. The model is applied to several wastewater
topics. Suchetana et al. [60] use logistic regression to predict total inorganic nitrogen in
treated wastewaters, while Robles-Velasco et al. [61] work on the estimation of a failure
in a sewer pipe. Szelag et al. [62] applied a logistic regression model to identify the best
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wastewater parameter as a suitable indicator for operational monitoring, process control,
and simulation purposes. Bencke et al. [63] develop models that would automatically filter
citizen messages into categories based on the variety of city service dimensions (e.g., water,
wastewater), and Liu et al. [64] utilize machine learning to predict groundwater flooding
(or infiltration) into sewer networks.

3.6.7. k-Nearest Neighbors (KNN)

The k-Nearest Neighbors algorithm, also known as KNN or k-NN, is a non-parametric
supervised learning discriminant that uses proximity to classify or predict groups of
individual data points. Although it can be used in regression or classification problems,
it is often used as a classification algorithm, assuming that similar adjacent points can be
found. The approach has been used on a variety of topics. Ravi et al. [65] applied the
model to understand and examine the underlying factors that could cause septic failures.
Zidan et al. [31] used the KNN model in the prediction of total coliform removal from
urban wastewater by an on-site, two-stage multi-soil-layering plant. The KNN algorithm
was used by Hmoud and Waselallah [66] to predict the water quality as well as the effluent
total nitrogen from a large-scale wastewater treatment facility [56].

3.7. Timeline of Machine Learning Model in Wastewater

An in-depth analysis in chronological terms of the machine learning models used in
wastewater treatment is summarized in Figure 8. This study gives an idea of the timeline
of evolution and appearance of the first citations or uses of the machine learning models,
as well as the total number of publications citing each model by year.
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Figure 8. Timeline of machine learning models” appearance applied in the field of wastewater.

Despite the austerity given to the use of ML models in our days, the appearance of
these approaches in wastewater was marked in the 1990s. Figure 8 shows that the first
models used are dated 1992, which are ANN and fuzzy logic (FL). These models are the
oldest in the history of the involvement of artificial intelligence in the field of wastewater.
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Both models are characterized by a more remarkable lacunar chronological appearance,
while the FL. model reveals a stationary chronological evolution. However, the ANN model
is absent from the documents for 10 years from its first use, followed by an appearance
marked by an exponential chronological evolution. The timeline 2001-2012 is marked by
the appearance of a set of models, which are: Hierarchical Clustering, Factor Analysis,
K-Means Clustering, Multi-Layer Perceptron, Polynomial Regression, Feed-Forward Neu-
ral Network, Partial Least Squares, Logistic Regression, PCA, Nearest Neighbor, Linear
Regression, Regression Tree, and Support Vector Machine.

The analysis also shows the new machine learning models performed in the wastewa-
ter domain, such as Cubist, Ensemble Learning, Gaussian Mixture Model, Light Gradient,
Boosting Machine, Multivariate Adaptive Regression Splines, Naive Bayes, Stepwise Re-
gression, Deep Belief Network, Agglomerative Clustering, Fuzzy C Means, Autoencoders,
Bayesian Additive Regression Tree, Boltzmann Machine, C4.5, Decision Tree Regression,
Echo State Network, Expectation, Maximization Clustering, Gated Recurrent Unit, Graph
Convolutional Network, Hidden Markov Model, Linear Discriminant Analysis, Mean
Shift Clustering, Partial Least Squares Regression, Partitioning Around Medoids, Quan-
tile Regression Neural Network, Restricted Boltzmann Machine, Seasonal Autoregressive
Integrated Moving Average, Spectral Clustering, Stochastic Gradient Descent, Recurrent
Neural Network, Xgboost, Gaussian Process Regression, Deep Neural Network, Extreme
Learning Machine, Adaboost, Radial Basis Function Neural Network, Bagging, Convolu-
tional Neural Network, Lightgbm, Random Forest Regression, Ridge Regression, Lasso
Regression, Self-Organizing Map, and Catboost.

Generally, the involvement of these models has increased in the last few years, which
shows the adaptation of the wastewater treatment domain to the trend of scientific research.

3.8. Wastewater Treatment Technologies Involving Machine Learning Methods

Figure 9 summarizes the number of articles and repetitions for each technology using
machine learning as a modeling method. The analysis of the results shows that more
than 30 articles have been published on the adsorption technique. Activated sludge has
been the subject of more than 25 studies, followed by more than 10 articles on screening
and constructed wetland systems. On the other hand, there are treatment methods that
rarely involve machine learning. As an illustration, we can cite emerging technologies and
chemical precipitation, which together account for little more than five articles.

Mumber of articles citing the [Treatment technigues] Number of repetitions of [Treatmen! techniques]

Nurmber of arficles Mumber of repetitions

Number of arficles Number of repetitons
e———e——
1w m 3 1] &0 ™ 100

Figure 9. Wastewater treatment technologies treated by machine learning models.

In order to study the link between the techniques and technologies used in wastewater
treatment and the machine learning models in our database, a cross-reference of the vari-
ables is necessary. This statistical technique is commonly used to analyze the relationship
between two categorical variables, in our case, machine learning models and process-
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ing techniques. The technique consists of creating a contingency table that summarizes
the frequency of each category combination among the two variables studied. Figure 10
summarizes the information in the table (cf. Supplementary Data) as a graph to visually
analyze the crossing. Reading the graph shows that the ANN, SVM, RF, and LR are the
models most closely related to with the majority of techniques and technologies used in
wastewater treatment. The most important frequencies are identified between the crossing
of the activated sludge and adsorption techniques and the ANN, LR, RF, and SVM models.
Concerning the techniques most closely related to the maximum of the models, we note
activated sludge, adsorption, biological treatment, screening, and membrane bioreactor.
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Figure 10. Crossing of wastewater treatment techniques and machine learning models.

Choosing the right machine learning model for a wastewater problem is a difficult
task. Several factors need to be considered, such as the data typology, the size and quantity
of the data set, the number of features, the complexity of the problem, and the evaluation
criteria and performance measures.

3.9. High-Frequency Keywords and Groups

To highlight the central purposes of documents and facilitate mapping for readers,
keywords are essential [67]. In order to extract the information residing in the abstracts from
our database, it is necessary to perform pretreatment to eliminate irrelevant information
and noise. This process typically involves cleaning up data by eliminating punctuation,
numbers, blank words, and any other non-informative text. In addition, the text requires
segmentation into separate words or phrases and standardization to ensure consistency of
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spelling, this standardization is based on the conversion of capital letters into lowercase.
The keywords are explored and analyzed using R packages to show the high frequency of
keywords and their relationships, all based solely on the textual processing of the abstracts
in our database. The minimum number of keywords was set to 25, with a minimum
correlation of 0.25. The keywords appear in Figure 11, which gathers a set of words related
to water and artificial intelligence, which gives us different links between different areas.
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Figure 11. High-frequency keyword network visualization map.

The overall reading of Figure 11 guided us to learn that the application of Al in the
wastewater field has become increasingly popular in recent years, with machine learning
and modeling techniques playing a crucial role in the progress. One area where Al has
had a significant impact is in wastewater reuse for irrigation purposes. Tools directed or
supervised by Al can help optimize irrigation, ensuring that crops receive the appropriate
amount of water and nutrients and reducing the amount of water needed. This has helped
promote resource conservation and better water management.

Al-hosted and Al-driven technologies have also facilitated water resource manage-
ment, ensuring compliance with quality control standards. The use of Al in quality control
has helped improve water quality, making it safe for human consumption and use in agri-
culture. In addition, Al technologies have played a key role in resource recovery, promoting
sustainability, and protecting the environment.

Wastewater infrastructure management is another area where Al has had a signifi-
cant impact. Al-guided tools can help predict the lifespan of infrastructure components,
allowing asset managers to plan maintenance and replacement before failures occur. This
has minimized downtime and reduced costs, making wastewater management more cost-
effective and efficient.

Climate change is a significant challenge in the wastewater industry, and Al technolo-
gies have been used to mitigate its impact. Al-modeled tools can help optimize processes,
promote energy efficiency, and reduce greenhouse gas emissions. These technologies can
also help manage water scarcity, facilitating the efficient use of water resources.

3.10. Typological Analysis of Models in the Wastewater Field

Wastewater treatment plays a critical role in maintaining environmental sustainability
and public health. As the complexities of wastewater management increase, the application
of advanced technologies, such as machine learning, has gained significant attention. The
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use of these models varies from one study to another based on the challenges faced. This
variability in model usage is strongly controlled by the typology of the data. Generally,
these models can be classified into four categories: regression, classification, dimensionality
reduction, and clustering models.

The first category, classification models, is concerned with assigning input data to
predefined classes or categories. Numerous studies in the literature focus on the application
of classification models in the field of wastewater treatment. Choi et al. [68], for example,
used DT and RF models to identify odor sources in urban areas. Ribalta et al. [69] employed
the GB model to reduce the frequency of sewer maintenance and cleaning. In a different
case, Wodecka et al. [70] applied SVM to predict the variability of wastewater quality at the
inlet of wastewater treatment plants.

The second category is regression models, which are used to predict continuous
numerical values based on input factors. Among the studies that used the Zhao et al. [71]
regression model, a comparison was conducted using six machine learning models: an
ANN, SVR, an ANN-based AdaBoost, a SVR-based AdaBoost, DT, and RF to select the
most appropriate model for predicting the easily biodegradable chemical oxygen demand
(RB-COD) and the slowly biodegradable chemical oxygen demand (SB-COD) in municipal
wastewater based on anoxic water oxidation-reduction potential (ORP) data. In another case
study, Granata et al. [72] applied the Regression Tree M5P model, the Bagging algorithm,
and the Random Forest algorithm to address complex wastewater engineering problems,
notably predicting energy loss and forecasting lateral flow in a spillway.

Time series models belong to the class of regression models. This type of model
captures and predicts patterns and dependencies in sequential data over time and is com-
monly applied in the wastewater field. Time series analysis usually uses algorithms such as
Autoregressive Integrated Moving Average (ARIMA), Recurrent Neural Networks (RNNs),
and Long Short-Term Memory (LSTM) networks. Among the examples of studies using
this type of model, Nourani et al. [54] utilized the ARIMA linear model to predict the
parameters of biological oxygen demand (BODeff) and chemical oxygen demand (CODeff)
to compare the capabilities of linear and nonlinear models in predicting complex processes.
Kang et al. [73] utilize bidirectional long-short-term memory (LSTM) to predict wastewater
flow rates for a municipal wastewater treatment plant; another study by Dairi et al. [74] pro-
poses an approach based on coupling deep learning methods (recurrent neural networks)
and clustering algorithms to detect anomalies in wastewater treatment plants.

The third category is dimensionality reduction. These types of models are utilized to
reduce the number of features in a dataset while retaining essential information, assisting in
overcoming the curse of dimensionality and improving computational efficiency. Principal
Component Analysis (PCA) is a prominent dimensionality reduction method used in
wastewater treatment. Murshid et al. [75] employed this method, PCA, to evaluate the
adsorption efficiency of different metal oxide nanoparticles (MONPs) composite hydrogels
for wastewater dye treatment. The PCA was also used to select inputs for other machine-
learning models [76].

The fourth category is clustering models, which are unsupervised learning techniques
used to group similar data based on their common characteristics. The goal of clustering is
to identify intrinsic structures or hidden relationships in the data without any prior labels
or categorization. In the literature, there are numerous applications of clustering models in
the field of wastewater treatment. For instance, Alsulaili et al. [77] utilized a self-organizing
map (SOM) to group and prepare input data for the ANN model, with the ultimate aim
of predicting the quality of effluents from a wastewater treatment plant. In another study,
Navato et al. [78] evaluated four models: K-means, GMM, hierarchical, and DBSCAN
clustering, to identify anomalies in the complex chemical context of wastewater.

To understand the scientific orientation of applying machine learning models in the
field of wastewater treatment, a typological classification of articles is conducted. Figure 12
summarizes the results obtained.
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Figure 12. Classification of machine learning models.

Broadly, machine learning models can be classified into two large groups based on
the availability of labeled data. The models that require labeled data for training are
considered supervised learning models, and the models that do not require labeled data are
classified as unsupervised learning models. Among the 67 models in Figure 9, 52 are labeled
as supervised learning models, while the remaining 15 are categorized as unsupervised
learning models.

In each group, we can enhance the specification of machine learning models by
organizing them into distinct classes based on their characteristics, such as regression,
classification, clustering, and dimensionality reduction models. Regression models are the
ones that predict continuous values, while classification models predict categorical values.
Clustering algorithms group the data into subsets or clusters, whereas dimensionality
reduction techniques reduce the number of features while preserving the structure of the
data. Out of the 67 models, 22 are regression models, 18 are models that could merge
regression and classification, 11 are classification models, 10 are clustering models, and 6
are dimensionality reduction techniques.

As depicted in Figure 12, supervised model learning groups are the most popular
models used among researchers. Meanwhile, deep learning models such as artificial neural
networks, convolutional neural networks, and recurrent neural networks are the most
prolific models with a high number of articles. The analysis of the graph also shows that
SVM and RF have achieved significant success in various classification problems and are
popular among researchers. Regarding unsupervised learning models, particularly in the
clustering class, it is observed that K-means clustering and self-organizing maps are the
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most commonly encountered models in this category. For dimensionality reduction, the
PCA model has taken first place among models, with 14 articles citing it.

Understanding these typologies is critical for selecting the best machine-learning
strategy based on the nature of the data and the problem at hand. Researchers and
practitioners can effectively analyze data, generate accurate predictions, and get useful
insights by employing regression, classification, dimensionality reduction, or time series
analysis techniques.

3.11. Critical Analysis of Machine Learning Model Usage

The integration of new technologies, particularly machine learning models, has
brought about a revolutionary transformation in the field of wastewater treatment, pro-
viding substantial contributions in several axes of this field. However, it is important to
recognize that, such as any technology, the integration of these modeling approaches into
wastewater treatment has both advantages and challenges that need to be carefully considered.

One way to assess the advantages and disadvantages of using machine learning in
wastewater treatment is to compare it with the conventional deterministic or classical
models typically employed in this field. By conducting a comparative analysis between
these two types of models, we can better understand the strengths and limitations of
machine learning in addressing wastewater-related problems.

In a comprehensive manner, machine learning models rely on data to conceptualize
patterns and make predictions. They are trained using large datasets, allowing them to
extract information and identify complex relationships that would not be evident with
traditional modeling techniques. Conversely, classical modeling models, such as physical
and conceptual models, are based on theoretical principles or empirical observations.

Furthermore, machine learning models have the ability to learn automatically from
new data and adapt their predictions accordingly. They can continuously improve their
performance by incorporating new information. Classical or deterministic models, on
the other hand, generally require manual adjustments or updates when confronted with
new data.

Thus, machine learning models aim to generalize the relationships in the training data
to unseen data. They strive to capture underlying concepts and make accurate predictions
about new instances. Classical models represent specific cases and may not be generalizable
to different conditions or contexts.

On the other hand, machine learning models offer flexibility and high adaptability,
making them suitable for handling large and diverse datasets. Deterministic models, while
providing tangible representations, may be limited in terms of adaptability and scalability.

One weakness of machine learning models is the complexity of model conceptual-
ization. For example, neural network families are often criticized for their lack of inter-
pretability. It can be challenging to understand how these models arrive at their predictions,
rendering their decision-making process inexplicable. In contrast, classical models are
typically designed to be interpretable, allowing users to understand the mechanisms,
assumptions, and underlying relationships explicitly.

Another limitation of machine learning models is that they often require substan-
tial computational resources, especially for training complex systems or processing vast
datasets. These models may require robust and powerful hardware, storage, and processing
capabilities. In contrast, deterministic models, being abstract representations, have minimal
resource requirements compared to machine learning models.

Despite numerous important studies on the application of machine learning models
and the integration of artificial intelligence in wastewater treatment, the crucial problem
remains: Al-assisted systems are not yet widely deployed in treatment plants, despite sus-
tained efforts to improve their design and operation. To bridge this gap, close collaboration
between researchers and industry is essential. Together, they must develop Al-assisted
systems specifically tailored to the daily operations of these facilities. This approach will
address the technical, economic, and regulatory challenges that currently hinder the inte-
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gration of Al in this critical field of water management. By working together, researchers
and industry professionals can make significant progress towards better management and
sustainable preservation of our water resources.

4. Conclusions

This work has provided a general overview of the application of models and machine
learning algorithms in wastewater treatment. According to this background, plenty of
literature analysis techniques were used to assess the trend of publications, their global
ranking, the most influential models, and their evolution over time. This study was based
on the exploitation of the Web of Science Database by data mining techniques to determine
the most applied machine learning algorithms in wastewater treatment and their most
prolific countries.

The analysis of the spatial distribution of publications has shown that scientific pro-
duction is strongly linked to the level of development in a country. Thus, the countries
of the USA, China, Canada, England, Spain, Egypt, India, Iran, and Saudi Arabia were
determined to be the most scientifically productive countries.

Enhancing scientific progress concerning the application of machine learning in the
wastewater sector requires fostering a cooperative relationship between countries world-
wide. Scientific collaboration enables researchers to establish a forum for knowledge
exchange, improve the quality of research, gain access to new materials, amplify and
generate innovative solutions and new perspectives, and address challenges in the wastew-
ater sector.

The findings revealed that the application of machine learning models in wastewater
treatment has been increasing recently. This variation could be explained by the adaptation
of this topic to the trend of science and also by the practicality and flexibility of these
models in deconstructing and modeling the complex systems faced in this field.

Among the most evolved models in this research field, we find ANN, RF, SVM, LR
Model, ANFIS, DT, and GB. Despite the enormous machine learning algorithms developed
in the field of Al, the choice of the most suitable model depends on the problem encountered,
the orientation of the data processors and analysts, as well as on the quantity and quality
of the data used in this study and their typology.

The cluster analysis of the models reveals that several reasons explain the difference in
the number of articles and models for each class of machine learning models. Wastewater
modeling is primarily concerned with predicting the behavior of a complex, non-linear
system. Classification models are well-suited to this task, as they can be used to predict
discrete outcomes such as the presence or absence of a pollutant. Regression models
are also useful, as they can be used to predict continuous outcomes such as pollutant
concentrations or flow rates. Clustering and dimensionality reduction models, on the
other hand, are less commonly employed in wastewater modeling. Clustering algorithms
are useful for identifying patterns in large datasets; however, the smaller size of many
wastewater datasets may not necessitate their use.

However, this study is still nascent and has gaps. Hence, the dataset was derived from
the WoS in order to have access to high-quality scientific publications and well-known
models. Yet, the treated publications are limited, and the new models are not taken into
consideration in this analysis.

The use of machine learning models involves and requires a detailed examination
of how each model works, as there are several potential shortcomings of these models
in their applications. Machine learning models can become overly complex as they force
data into simulation, expressing their impressive performance on training data and their
unsatisfactory performance on new and unseen data. These computer-aided models have
the potential to discriminate against bias in the simulation phase when trained with biased
data. Otherwise, some machine learning models, such as those in the neural network
category, can be difficult to interpret, making it difficult to understand how they simulated
the data.
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Overall, choosing the most suitable machine learning model requires careful con-
sideration of the problem, data, interpretability, performance metrics, and scalability. By
deconstructing the strengths and weaknesses of different machine learning models, one can
choose the one that best suits their needs and can provide the most accurate predictions.

Over the years, the use of Al in wastewater treatment has become increasingly
widespread. Machine learning and modeling techniques have played a crucial role in
this field. Overall, the application of Al in wastewater management has played a cru-
cial role in promoting sustainability, reducing costs, and improving the quality of life
for communities.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/w15193487 /s1, Supplementary S1: List of Machine Learning models
covered in this study.
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