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Abstract: Monitoring coastal seabed in very shallow waters (0–5 m) is a challenging methodological
issue, even though such data is of major importance to many scientific and technical communities.
Over the years, Structure-from-Motion (SfM) photogrammetry has emerged as a flexible and inex-
pensive method able to provide both a 3D model and high-resolution imagery of the seabed (~cm
level). In this study, we propose a low-cost (about USD 1500), adaptable, lightweight and easily
dismantled system called POSEIDON (for Platform Operating in Shallow-water Environment for
Imaging and 3D reconstructiON). This prototype combines a floating support (typically a bodyboard),
two imagery sensors (here, GoPro® cameras) and an accurate positioning system using Real Time
Kinematic GNSS. Validation of this method was deployed in a macrotidal zone, comparing on the
foreshore the point cloud provided by POSEIDON “SfM bathymetry” and by classical terrestrial
SfM survey. Mean deviation was 5.2 cm and standard deviation was 4.6 cm. Such high-resolution
SfM bathymetric surveys have a great potential for a wide range of applications: micro-bathymetry,
hydrodynamics (bottom roughness), benthic habitats, ecological inventories, archaeology, etc.

Keywords: RTK-based SfM reconstruction; optical bathymetry; GoPro photogrammetry; coral reefs

1. Introduction

Coastal seabed mapping and bathymetry restitution is a key issue for environmental
and human activities, including evolution of morphodynamic features (dunes, ripples),
coral reef structures, marine habitat characteristics, navigation safety, coastal protection,
etc. Coastal bathymetry is mainly performed using multi-beam echo-sounder (MBES) with
possible combination with side-scan sonar (e.g., [1–3]) or bathymetric LiDAR (e.g., [4–6]).
Both are active remote sensing techniques: MBES uses acoustic signal emitted from a boat,
whereas LiDAR uses optical signal emitted from an aircraft. These methods can achieve
spatial resolutions of the order of 20 to 50 cm at best. Furthermore, MBES surveys are
difficult to perform in very shallow waters, both for reasons of navigational safety and for
very limited swaths. To obtain centimetric resolution horizontally and vertically domains
is mandatory in order to capture:

• the structure complexity of coral reefs, which is of primary importance for a number
of hydrodynamical and ecological processes [7]

• the sand ripple dynamics with typical sizes of the order of 10 cm in height, influencing
sediment transport over sandy beaches [8].
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To obtain higher resolution shallow water bathymetry, the use of Structure-from-
Motion (SfM) photogrammetry can be considered. SfM photogrammetry is a method
allowing the production of three dimensional (3D) models of objects from a large dataset of
overlapping photographs collected from different points of view. SfM photogrammetry
is a versatile method that can be deployed with various sensors, from high quality Reflex
cameras to mainstream smartphones (e.g., [9–11]). Furthermore, SfM photogrammetric
surveys can be performed in various contexts, as aerial surveys (planes, unmanned aerial
vehicles (UAV), kites, etc. (e.g., [12–15])), terrestrial surveys (e.g., [16]), surveys from boats
(e.g., [17]) or underwater surveys (e.g., [18–20]).

Whether in artificial environments [21], lakes [22], rivers [23] or coral reefs [24–27],
several studies have investigated the use of UAV photogrammetry to measure bathymetry.
This approach is tempting since it enables coverage of a large area, regardless of the shallow
depth, while combining relief information and ortho-imagery. However, all these studies
point to the problem of refraction correction (even in constrained environments). In the
best case, despite refraction correction and using Ground Control Points (GCPs) on the
bottom, errors in depth measurement remain greater than 12 ± 15% [26]. Furthermore, to
be applicable, such UAV surveys require that there are no waves or ripples on the surface
so that the bottom remains visible, that there is no sun glint effect and that the refraction
coefficient remains relatively homogeneous over the area.

Underwater photogrammetry was used in archaeology long before the emergence of
SfM methods (e.g., [28]), in particular because it enabled accurate and exhaustive surveys
to be carried out without having to move the remains. The development of SfM methods
has made acquisition protocols more flexible and, in parallel, more user-friendly processing
tools have emerged. This popularity has also been reinforced by the development of
remotely operated underwater vehicles (ROVs) (e.g., [29,30]). Underwater photogrammetry
is therefore now used for a wide panel of applications, including archaeology (e.g., [18]),
ecological studies (e.g., [19]), infrastructure monitoring (e.g., [31]), etc.

Contrary to the other monitoring contexts, underwater photogrammetry faces a major
constraint due to the georeferencing. Indeed, it may be difficult to measure GCPs using
a GPS rod, and Global Navigation Satellite System (GNSS) positioning is unavailable
underwater. Positioning and tracking are key issues, especially when using ROVs [32].
One of the most widely applied methods in underwater positioning is acoustic localization,
such as ultra-short baseline (USBL) positioning (e.g., [33,34]). However, locating the USBL
transceiver means having a beacon with a known position in the area. As a result, such
methods are cumbersome to implement.

Most of the studies using underwater photogrammetry and requiring a geometrically
consistent reconstruction therefore make use of scale bars (e.g., [31,35,36]). These scale bars
are used in the SfM processing workflow to compute the internal parameters of the camera.
The generated point cloud, mesh and/or Digital Surface Model (DSM) and orthomosaic
are then geometrically correct but in relative coordinates.

Another approach is to have a floating platform on the surface equipped with un-
derwater cameras. Raber and Schill [37] propose a remote-controlled platform, the Reef
Rover, but they deplore a lack of precision in the georeferencing of images because the GPS
used for the auto-pilot is not accurate enough. The PLANCHA project at the IFREMER
Institute is also focusing on the design of a low-cost motorised platform for underwater
photogrammetry [38], but to our knowledge, no article has yet been published to present
the results.

In this study, we present the POSEIDON system (Platform Operating in Shallow-
water Environment for Imaging and 3D reconstructiON), a prototype of a non-motorized,
low-cost and low-tech acquisition platform with accurate positioning. We also describe
the associated protocols for acquisition and data processing and qualification tests for
underwater photogrammetry without calibration points.
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2. Study Areas

At this stage, the tests carried out were mainly methodological. The study sites were
chosen with this in mind, in order to assess the platform’s potential in a variety of coastal
shallow waters.

2.1. Method Validation Site: Dellec Bay

The first study site is the Dellec Bay (Brittany, France), located in the Goulet de Brest,
between the Mer d’Iroise and the Rade de Brest (Figure 1). The Anse du Dellec is subject
to a semi-diurnal macrotidal regime with an average tidal range of around 4.5 m. It is a
zone of exchange between oceanic waters and drainage basins (in particular the Aulne and
Elorn rivers). The mixing of water caused by strong tidal currents limits eutrophication.
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Figure 1. Field site at Dellec bay in Northwest Brittany (France). (a) Map of France and western part
of Brittany. (b) Orthophotography of the field survey area (source: Bing Maps Aerial) and trajectory
(about 450 m) of the POSEIDON system on 14 February 2023.

A first SfM photogrammetry bathymetric survey was conducted with the POSEIDON
system on 14 February 2023. On that day, the tidal coefficient was 45 (corresponding to a
tidal range of 2.94 m). The survey was carried out just before high tide, between 10 a.m.
and 10.30 a.m. (UTC + 1), with a water height of around 5.5 m. The survey area (Figure 1b)
was therefore completely underwater. It was a cloudless day, with a global irradiance at
the time of the survey of 94 W/m2 at the Brest-Guipavas weather station [39].

One strategy for validating the quality of POSEIDON surveys on a whole area (and
not just at a few points) is to compare the reconstruction obtained by POSEIDON with a
3D model obtained using a tested and qualified method. As the study area can be emerged
at low tide, a terrestrial SfM photogrammetry survey was carried out over the same area,
on 20 February 2023, around 11.20 (UTC + 1), at low tide. With a tidal coefficient of 100
(corresponding to a tidal range of 7.38 m), the area (Figure 1b) was completely exposed, so
there were no refraction issues. The survey was thus carried out using a GoPro 7 (GoPro,
Inc., San Mateo, CA, USA) camera (with deactivated rolling shutter), attached to the end of
a 4 m pole, and 18 targets distributed on the ground serving as GCPs. These GCPs were
measured with centimetric accuracy using a GNSS (Global Navigation Satellite System)
receiver operating in Real Time Kinematic (RTK), i.e., receiving corrections in real time from
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a base station, thus ensuring positioning accuracy of the order of a few centimetres. This
photogrammetry survey using GCPs was carried out using a traditional photogrammetry
approach that has already been fully tested and qualified and that can therefore be used as
reference for SfM bathymetry.

2.2. Test Site: Hermitage Backreef Zone

The second study area is located in a tropical context, at L’Hermitage (Figure 2), on
the west coast of Réunion Island (Indian Ocean), shoreward to the flat reef, in the shallow
backreef zone. Réunion Island is subject to a micro-tidal semi-diurnal tide with diurnal
inequalities, with an average tidal range of 37 cm in relation to the mean level [40].

Figure 2. Field site at the Hermitage backreef zone in Réunion Island (France). (a) Map of Indian
Ocean and Réunion Island. (b) Orthophotography of the field survey area (source: Bing Maps Aerial)
and trajectory (about 250 m) of the POSEIDON system on 13 March 2023.

The surveys presented here were carried out on 13 March 2023, at around
8.30 a.m.–9.30 a.m. local time (UTC + 4), during ebb tide, with low tide at around 10 a.m.
At the time of acquisition, the global radiation recorded at Le Port weather station was
441 W/m2 [39]. This high level of light, combined with the oligotrophic environment,
means that the water was very clear.

The survey focused over a few metric coral heads, which created sudden variations in
bathymetry on the scale of the survey (from a few dozen centimetres to one meter).

3. Material and Methods
3.1. Principle of the Method

There is significant state of the art research available on Structure-from-Motion (SfM)
photogrammetry, including, for example, [41–44]. In a nutshell, photogrammetry aims
to reconstruct a 3D model by aerotriangulation from 2D images taken from different
viewpoints on which homologous points (tie points) are identified. In SfM photogrammetry,
these different viewpoints are obtained by moving the sensor and the data is analysed
using Computer Vision methods. The iterative bundle adjustment in SfM reconstruction
is based on a high level of information redundancy. The recommended overlaps between
images are of the order of 80 to 90% for front overlap and 60 to 80% for side overlap (these
values being adjusted according to the acquisition conditions, the ‘texture’ of the area, the
precision required, etc.; for example, [45–47]).

The reconstruction quality depends on a wide range of parameters, such as the survey
design (camera specifications, distance to the object, camera orientation, etc.) or the
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processing strategies (direct or indirect georeferencing, camera calibration, etc.). Another
key issue for the geometric quality of the 3D reconstruction is to sufficiently constrain the
system of collinearity equations, using external information, so that the bundle adjustment
(including the self-calibration step) produces optimised results. Indeed, if the model is
not sufficiently constrained, the self-calibration fails to produce correct internal camera
parameters, and as a result, the 3D reconstruction is affected by scaling errors and/or by
geometric distortions (generally, a ‘dome’ or ‘bowl’ effect; for example, [16,48,49]). There
are several ways of constraining the bundle adjustment: either by using scale bars (whose
actual dimensions are indicated on the images), by using GCPs or by knowing the exact
position of the camera [50–52].

In the approach based on GCPs, which are identified on the images and whose
geographical position is known precisely (generally from RTK GNSS positioning), the
GCPs are used as references for optimizing the internal parameters of the cameras. With
this approach, GCP number and distribution play a critical role in the quality of the 3D
model [49].

As setting and measuring targets is time-consuming and complicated, particularly
underwater, the POSEIDON system is based on a direct georeferencing approach of ‘RTK-
based SfM photogrammetry’, i.e., a position (accurate to a few centimetres) is assigned to
the majority of images. Given the shallow depths, the parameters of the water column are
assumed to be homogeneous and optical ray propagation is therefore assumed to be linear.
Knowing the accurate position of a majority of cameras is a sufficient geometric constraint
for a geometrically accurate and georeferenced result [50].

3.2. POSEIDON Platform

The POSEIDON platform combines a floating support (typically a bodyboard), two
imagery sensors and a precise positioning system (Figure 3).
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Figure 3. (a) Conceptual diagram of the POSEIDON system, with a structure adapted to a bodyboard
holding two GoPro cameras and an RTK GNSS antenna vertically above one of the two GoPros.
(b,c) Overwater (b) and underwater (c) views of the POSEIDON system during acquisition.

The structure is made of V-slot aluminium profiles, assembled using angle brackets. By
adjusting these brackets, the dimensions of the structure can be adapted to the dimensions
of the support (within 10–20 cm). The POSEIDON system is very simple and very low-cost,
since the total cost of the platform (including the GNSS receiver and the two cameras) is
around USD 1500. POSEIDON is lightweight and can be easily dismantled for transporting.

Precise positioning of the platform is ensured by an RTK GNSS system, here a low-cost
antenna (Sparkfun Facet, SparkFun Electronics, Boulder, CO, USA) fitted with a u-blox
ZED-F9P module. The RTK corrections are taken from the nearest base of the open network
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of RTK GNSS Centipede bases [53] (base IUEM and OMT1 in Dellec Bay and the Hermitage
backreef zone, respectively). The relay of RTK corrections to the antenna and the user
interface is provided by the SW Maps smartphone application (freeware).

The imaging sensors here are two GoPro™ cameras. GoPro cameras have the ad-
vantage of being consumer sensors, so they are easy to find, inexpensive, robust, easy to
operate and come with a wide range of accessories. Furthermore, with a focal length of
2.92 mm, these cameras offer a very wide field of view, particularly useful in shallow water.
In this study, the cameras used were the GoPro™ Hero7 Black model, in 4K video mode
(4:3 wide format and a framerate of 24 images/s) and a resolution of 12 Mpix. As the
cameras are not subject to vibrations, the stabilisation option (and so the rolling shutter)
was deactivated. To avoid any damage from collisions, the GoPro cameras were housed in
waterproof housings.

Camera 1 was attached in alignment with the RTK GNSS antenna. Camera 2 was
optional and was only used to extend the lateral field of view in very shallow water. Camera
2 can be shifted laterally along the aluminium profile so as to vary the baseline between the
two cameras and thus to adjust the overlap between images. When the platform was fitted
to a bodyboard, as shown here, the maximum baseline between the cameras was 58 cm.
The footprint of each camera increases with depth (Figure 4a). In very shallow water, as
the spatial footprints become smaller, the baseline must be reduced in order to maintain
sufficient side-overlap between the two cameras (Figure 4b). At up to ten meters of water
depth, the resolution of the images was less than or equal to 0.5 cm/pixel.

Figure 4. (a) Diagram of the theoretical footprint for one GoPro camera according to the water depth.
(b) Diagram of the theoretical overlap between the footprints of the two GoPro cameras according to
water depth and to the inter-camera distance.

During a survey, the RTK GNSS antenna was positioned vertically above Camera
1 and at a constant distance ∆H, allowing the position of Camera 1 to be deduced to an
accuracy of a few centimetres. To ensure that lever arm effects between the camera and the
GNSS receiver remain negligible, swell conditions must remain calm. Two interchangeable
mounting brackets were provided so that the antenna can be fixed at 76 cm or 60 cm from
the camera, depending on sea conditions (to avoid water splashing). However, the higher
∆H is, the more the lever arm between the GNSS antenna and Camera 1 means that camera
positioning will be inaccurate.

3.3. Practical Aspects of Acquisition and Processing

In practical terms, once the platform was tightened around the floating support, the
sensors needed to be set up. The inter-camera distance and orientation of each camera were
adjusted according to the bathymetric variations expected in the area. Figure 5 outlines the
main stages in the acquisition and processing procedures with the POSEIDON system.



Remote Sens. 2024, 16, 20 7 of 19

Remote Sens. 2024, 16, x FOR PEER REVIEW 7 of 19 
 

 

outlines the main stages in the acquisition and processing procedures with the POSEI-
DON system. 

 
Figure 5. Diagram of the main steps of the acquisition and processing chains with the POSEIDON 
system. 

In the examples presented here: 
• In Dellec Bay: gradual variations in bathymetry were expected, with a water height 

of around 3 to 6 m. The two cameras were therefore pointed at the nadir and spaced 
as far apart as possible (58 cm). The speed of the platform was around 1.14 km/h. 

• In the Hermitage reef flat: very shallow depths (around 40 cm to 1 m of water) and 
sudden variations in bathymetry due to coral heads were expected. In this challeng-
ing case, various configurations were tested (Tests 1 to 4 in Table 1). The speed of the 
platform was around 1.5 km/h (higher than in the previous case, mainly because of 
the current). 

Table 1. Different configurations of the system tested during a repeated acquisition over the same 
zone in the Hermitage backreef zone. 

 Configuration Baseline 
Camera orienta-

tion (± 2°) Constraints on Trajectory 

Test 1 

 

58 cm 
θ1 = 23°  
θ2 = 25° 

Inter-transect distance: 0.9–1 m 
Return transects: yes 

Figure 5. Diagram of the main steps of the acquisition and processing chains with the
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In the examples presented here:

• In Dellec Bay: gradual variations in bathymetry were expected, with a water height of
around 3 to 6 m. The two cameras were therefore pointed at the nadir and spaced as
far apart as possible (58 cm). The speed of the platform was around 1.14 km/h.

• In the Hermitage reef flat: very shallow depths (around 40 cm to 1 m of water) and
sudden variations in bathymetry due to coral heads were expected. In this challenging
case, various configurations were tested (Tests 1 to 4 in Table 1). The speed of the
platform was around 1.5 km/h (higher than in the previous case, mainly because of
the current).

The acquisition was then started on the two cameras. As previously mentioned,
they were used here in video mode, in “wide” format, at 24 Hz, with a resolution of
12 Mpix. Video mode offers greater flexibility in terms of how often images are extracted.
For the Dellec bay (with greater depths and lower speed), images were extracted at 1 or
2 frames/second. For the Hermitage backreef zone, to ensure sufficient coverage despite
the very shallow depths and the speed of the platform (due to currents), images were
extracted at 4 frames/second.

At the same time, the RTK GNSS survey was set to “Track” mode, with a frequency set
from 2 to 4 Hz. We checked that the exported data included time and position information
(Latitude/Longitude/Height or East/North/Altitude) in “Fix” precision. If it was not, we
looked at GNSS messages, particularly the NMEA sentences. The NMEA (National Marine
Electronics Association) is a widely used messaging standard transmitting data in ASCII
strings. Among the NMEA sentences, the $GGA messages provides essential fix data which
includes 3D location and accuracy data, therefore containing the required information.

To match the images extracted from the videos with the position information, the
cameras were synchronized with the GNSS time. This synchronisation stage involves
filming the “GNSS Status” interface on the SW Maps app with both cameras (Figure 6b).
From the images where the GNSS time display was filmed, it was possible to associate
a frame number in the video (for each camera) with a UTC time supplied by the GNNS.
Knowing the video acquisition frequency, a time was therefore assigned to each extracted
frame (Figure 6a). This synchronisation is accurate to half a second. Given the platform
speed, this implies an uncertainty of 10 to 20 cm.
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Table 1. Different configurations of the system tested during a repeated acquisition over the same
zone in the Hermitage backreef zone.

Configuration Baseline Camera Orientation (±2◦) Constraints on Trajectory

Test 1
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Figure 6. (a) Extract of a five-column file generated by a Python script, comprising the name of the
extracted frames, the UTC time and the GNSS positions of the cameras (corrected of the ∆H offset).
This file is then used as Reference file in Agisoft Metashape. (b) Image of the Smartphone filmed
by one of the GoPro cameras to capture the GPS time on the SW Maps interface for GNSS–camera
synchronisation. (c) Capture of the SW Maps interface for real-time GNSS–camera trajectory tracking
(here, on the repeated surveys of the same area in the Hermitage backreef zone, on 13 March 2023).
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Once the synchronisation was performed, the platform was launched and the actual
survey began. The SW Maps app provided real-time control of the trajectory followed
(Figure 6c) and the spacing between transects (if any). As the smartphone used the 3G/4G
network to receive RTK corrections and a Bluetooth network to connect to the GNSS
antenna, it needed to be kept out of the water to avoid losing connections. We placed the
smartphone in a waterproof pouch that can be placed on the bodyboard. Examples of
trajectories are shown in Figures 1 and 2. These trajectories are composed of juxtaposed
transects, spaced 80 cm to around 3–4 m apart, depending on the expected depth of the
zone, in order to maintain sufficient overlap between the images of adjacent transects. If at
least one of the two cameras was forward pointing, the transects were travelled back and
forth in order to limit masking due to the acquisition geometry. To ensure that there was no
time drift, the GNSS time was filmed again with both cameras at the end of the survey.

At the end of the survey, all data were downloaded. A pre-processing step consisted
of synchronization by assigning a UTC time to the frames extracted of the videos from the
two cameras.

Python scripts [54] extracted the images from the videos at a frequency defined by the
operator and created a five-column file (Figure 6a) containing the name of the extracted
frames, the GPS time (used to match images and localizations) and the positions of the
cameras in latitude, longitude and corrected ellipsoidal height (or east/north/altitude).
At times corresponding to extracted frames, positions were extracted from the trajectory
recorded by RTK GNSS. We assumed that the horizontal coordinates were identical for
the GNSS receiver and Camera 1. For the vertical coordinate, we removed the ∆H offset
corresponding to the distance between the GNSS antenna and Camera 1 (Figure 3a).

At this stage, the operator checked whether the frequency of image extraction seemed
appropriate. In the examples presented here, for the Dellec survey, 1 image/second was
extracted; for the Hermitage backreef zone surveys (Tests 1 to 4), as the water depths were
sometimes very shallow (<30 cm), 4 images/second were extracted. To limit processing
times, the dataset was ‘lightened’ by retaining only 1 or 2 images/second in areas of greater
depth, or when the platform was moving more slowly.

SfM photogrammetry processing itself was then launched in Agisoft Metashape (v1.7).
The sets of images from Camera 1 and Camera 2 were imported into Metashape and organ-
ised into two Camera Groups and two Calibration Groups. As the position information was
not included in the EXIF of the frames extracted from the videos, the previously created file
containing image names and positions (Figure 6a) was imported as a reference file. The
accuracy of the camera positions varied according to sea conditions and the quality of the
GNSS signal. In the examples presented here, this accuracy was set at 15 cm for images
extracted from Camera 1. As the platform was not equipped with an Inertial Motion Unit
(IMU), Camera 2 could be located (nearly) anywhere within a radius R = Baseline around
Camera 1 (Figure 3a). If no position value was assigned to Camera 2, processing times
(for image alignment) were increased. To avoid this and to guide the alignment, the same
positions as Camera 1 were assigned to Camera 2, but a precision of 1 m was set. This 1 m
value is arbitrary, taking into account positioning and synchronisation uncertainties and
the distance between the cameras (a maximum of 58 cm with this platform).

Table 2 compiles the parameters used during Metashape underwater SfM photogram-
metry processing. The algorithm for 3D surface reconstruction is divided into three
main steps:

• The first processing step consists of “aligning the images” by bundle adjustment. A
SIFT (Scale Invariant Feature Transform) algorithm [55] performed the detection and
matching of homologous keypoints in overlapping photographs. From the resulting tie
points, the camera external parameters (position, orientation) were computed and/or
optimized by aerotriangulation (and the collinearity equations), for both Camera 1
and Camera 2. In Agisoft Metashape, the accuracy was set to “high”, which means
that the software works with the photos of the original size. Keypoint limit and tie
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point limit were set to their default values. The ‘Reference preselection’ was set to
‘Source’. The ‘Guided image matching’ was selected.

• Camera internal parameters are refined by self-calibration, on the basis of knowl-
edge of the accurate position of the cameras and modelling the distortion of the lens
with Brown’s distortion model [56]. For this ‘Camera Optimization’ step, the default
parameters were kept in Agisoft Metashape.

• A georeferenced dense point cloud is then generated by dense image matching using
the estimated camera external and internal parameters. For this step, in Metashape, the
‘Quality’ parameter was set to ‘High’ to obtain more detailed and accurate geometry;
the depth filtering mode was set to ‘aggressive’ or ‘moderate’, depending on the level
of detail to be preserved.

Table 2. Parameters used at the different steps of Metashape underwater SfM photogrammetry
processing.

Agisoft Metashape
Processing Step Used Parameters

Image alignment

Accuracy: High
Generic preselection
Reference preselection: Source
Key point limit: 40,000
Tie point limit: 10,000
Exclude stationary tie points
Guided image matching

Optimize cameras Default parameters

Build dense point cloud

Quality: High
Depth filtering: Aggressive/Moderate (depending on the
environment)
Calculate point colours
Calculate point confidence

This point cloud can be considered as the final result and exported or meshed in 3D.
If the transition from 3D to 2.5D data is not detrimental, a Digital Surface Model (DSM)
and an orthoimage can also be generated and exported. Processing time was around 10 h
for around 3700 images on a laptop with 16 GB RAM (CPU: AMD Ryzen 7, GPU: AMD
Radeon Graphics gfx90c).

4. Results

As we rely on the accurate geographical position of the cameras for the SfM processing,
the dense coloured point cloud generated is automatically georeferenced in an absolute
coordinate system. The seabed is positioned directly in relation to a reference height.

4.1. Dellec Bay

The terrestrial survey of 20 February 2023, at low tide, was based on the approach
using GCPs for geometric optimization and georeferencing (18 GCPs, in this case, with
targets spread across the entire zone). For this Metashape reconstruction, the horizontal
root mean square error (RMSE) is 5.2 cm and the vertical RMSE is 3.5 cm. The resulting 3D
point cloud (Figure 7a) was used as dataset of reference for the validation.

For the survey of 14 February 2023, in Dellec Bay, 4088 of the 4170 photos were aligned,
i.e., 98.03%. A dense point cloud of 453,070,503 points was generated for an area of 659 m2

(Figure 7b), giving an average density of 6.8 × 105 points/m2 and potentially millimetric
spatial resolution. However, to limit the volume of data, the point cloud was subsampled
to 1 cm (minimal spacing between points).
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time of the survey, the insufficient luminosity given the depth resulted in the RGB colours 
of the point cloud not being faithful to reality (bluish effect). However, the texture makes 
it possible to distinguish between sandy and rocky areas (Figure 7b). 

The dense point cloud generated by underwater SfM photogrammetry was com-
pared with the dense point cloud generated by terrestrial SfM photogrammetry. A “Cloud 
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Figure 7. Results obtained in Dellec bay. (a) Dense point cloud generated by terrestrial SfM pho-
togrammetry at low tide using a GoPro camera attached to the end of a 4 m pole and 18 targets serving
as Ground Control Points (GCPs) and measured with RTK GNSS. (b) Dense point cloud generated at
high tide by underwater SfM photogrammetry using the POSEIDON system (native average density
of 6.8 × 105 points/m2 before subsampling). (c) Comparison of terrestrial and bathymetric point
cloud using the C2C distance in CloudCompare. (d) Statistics of the Cloud-to-Cloud comparison and
statistical distribution of the error.

The study area consisted mainly of rocky areas separated by sandy seabeds. At the
time of the survey, the insufficient luminosity given the depth resulted in the RGB colours
of the point cloud not being faithful to reality (bluish effect). However, the texture makes it
possible to distinguish between sandy and rocky areas (Figure 7b).

The dense point cloud generated by underwater SfM photogrammetry was compared
with the dense point cloud generated by terrestrial SfM photogrammetry. A “Cloud
to Cloud” (C2C) distance calculation (Figure 7c) using the open source CloudCompare
software (v.2.12) gave a mean deviation of 5.2 cm, with a standard deviation of 4.6 cm
and a maximum deviation of 33.1 cm (Figure 7d). These deviations are in accordance
with the orders of error expected for RTK GNSS measurements and SfM photogrammetry
reconstructions. It can be seen that the areas with the highest deviations correspond to
areas of seaweed (clearly visible on the terrestrial photogrammetry survey). At low tide,
these seaweeds are immobile on the beach and are therefore well reconstructed in the 3D
model. At high tide, the seaweed is mobile in the water and does not appear to have been
reconstructed by the POSEIDON underwater SfM photogrammetry survey.

4.2. Hermitage Backreef Zone

On Réunion Island, the tidal regime with a very low tidal range makes it impossible
to compare to a “reference” dataset acquired at low tide. The four tests were therefore
inter-compared in order to assess the impact of the geometric configuration of the system.
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Table 3 summarizes, for each test, the number of photos aligned, the surface of the area
reconstructed by underwater SfM photogrammetry and the mean point density on the raw
point cloud. Figure 8 shows the colorized georeferenced dense point clouds obtained for
each of the tests, subsampled to 1 cm. Darker bands are visible on all the point clouds. This
is the shadow of the bodyboard during acquisition.

Table 3. Comparison of dense point clouds generated in the Hermitage backreef zone with various
configurations of the POSEIDON system (Tests 1 to 4—see Table 1) for repeated surveys over the
same area.

Number of Photos Aligned Number of Points Modelled Surface Area Native Mean Point Density

Test 1 2230 of 2863 (78%) 508,103,069 230 m2 2.2 × 106 pts/m2

Test 2 2862 of 3732 (77%) 588,004,876 210 m2 2.8 × 106 pts/m2

Test 3 2924 of 3524 (84%) 492,951,386 156 m2 3.2 × 106 pts/m2

Test 4 2140 of 2630 (81%) 436,343,004 148 m2 2.9 × 106 pts/m2
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Figure 8. Results obtained for the different configurations (presented in Table 1) in the Hermitage
backreef zone.

For each of the tests, more than three quarters of the images were aligned, with more
photos aligned when both cameras were at nadir (Tests 3 and 4—Table 3). However, the
reconstructed surface area is around 30 to 40% smaller for Tests 3 and 4 (Table 3), which
corresponds to the fact that coral heads are often incompletely reconstructed, both on the
sides and the top (Figure 8).

For Test 1, the data was very noisy and the scattered point cloud had to be filtered.
In addition, the appearance of the point cloud 1 is slightly blurred compared to the other
tests. These two effects can be the result of the grazing angle of the two cameras being
pointed forward. This geometry makes it easier to see the lateral sides of the coral heads,
but for horizontal surfaces it means that each pixel encompasses a wider area, which can



Remote Sens. 2024, 16, 20 13 of 19

have a negative effect on tie point matching and on the appearance of the rendering in the
reconstructed cloud.

For Tests 3 and 4, with both cameras at nadir, reconstruction of the coral heads was
patchier, particularly on the lateral side of the coral heads. The tops of some coral heads
are even missing for Test 4. This is due to the fact that the reduction in baseline between
the cameras was not sufficiently compensated for by bringing the survey transects closer
together. Lateral overlap between images is therefore not improved overall, as it should
have been by reducing the baseline.

The Test 2 configuration is therefore the one that seems to give the best results in this
context. A quantitative intercomparison was carried out, by calculating (in CloudCompare®

software) the distance between the point clouds obtained for Tests 1, 3 and 4 and the cloud
obtained for Test 2. The results of this intercomparison are presented in Figure 9 and
Table 4.
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Once the noise has been filtered out on Test 1, the result is geometrically very close
to the point cloud obtained for Test 2, with a mean deviation of −1.7 cm and a standard
deviation of 6.3 cm (Table 4). Most of the differences are due to disparities in reconstruction
on the lateral faces of the coral heads (Figure 9b). Figure 9d shows the reconstruction
artefact (around 12 cm) between the survey transects of Test 4. This confirms what had
been inferred above, that the distance between transects had not been reduced sufficiently
to compensate for the reduction in the baseline between the cameras. Tests 3 and 4, with the
cameras at nadir, are slightly affected by a “bowling/doming effect” (Figure 9c,d), resulting
in geometric distortions of the dense point cloud. This effect is widely documented in the
literature on close-range photogrammetry (e.g., [16,57,58]) and is the result of non-optimal
self-calibration. Many studies have demonstrated the benefits of including oblique images
in the image network to reduce these effects (e.g., [16,49,59,60]). Having at least one tilted
camera therefore has the double advantage of collecting better images of the lateral faces
of the coral heads in the axis of the trajectory, but also of optimizing the geometry of the
image network to limit distortions as much as possible.

For all these reasons, we recommend a configuration similar to Test 2, with a nadir
camera and a tilted camera. This is all the more critical in shallow waters, where it is
difficult to maintain a high degree of overlap between images. An a priori estimate of the
depth will also make it easier to anticipate the inter-camera and inter-radial spacing.

5. Discussion
5.1. Main Benefits and Constraints on Using POSEIDON

The POSEIDON platform provides an underwater photogrammetric survey with RTK
georeferencing of the images. This makes it unnecessary or, at least, less necessary to use
control points in the area, whose position remains challenging to measure underwater.
Nevertheless, if the depth and accessibility of the area allow it, adding GCPs (measured by
RTK GNSS) and/or scale bars can improve the quality of the reconstruction.

Moreover, the platform having a small draught (about 12 cm), there is no contact
with the area being observed (no targets, no need for GPS rods, etc.), so there is no risk of
damaging or disturbing the environment. In addition, the 3D point clouds presented here
have been subsampled to 1 cm, but depending on the scientific requirements, it is possible
to use the native sub-millimetre resolution.

However, as with all surveying methods, POSEIDON has its limitations. For SfM
photogrammetry reconstruction to be effective, key points must be identifiable by the
photogrammetric software on the images. To do this, the images have to be sufficiently
sharp and the visibility conditions underwater have to be good enough. Therefore, days
with good luminosity, low agitation and low turbidity are preferable. In addition, the fact
that the area imaged has a marked texture (current ripples, granulometry, etc.) will facilitate
photogrammetric processing. Furthermore, the greater the swell, the more we are faced
with a configuration where the GNSS antenna is no longer aligned with the camera (lever
arm effect). This would imply greater uncertainty about the geo-referencing of the camera,
which, while not prohibitive for the reconstruction, would increase geometric distortions.
But intense wave conditions are also associated with higher turbidity and therefore poorer
underwater visibility. For all these reasons, these conditions should be avoided when
carrying out a survey.

For areas with water height variations (of the order of a few tens of centimetres for
depths of up to 1.5 m, such as coral heads), it is tricky to find an ideal baseline between
the cameras for the entire survey. In such cases, across-track coverage will not necessarily
reach 80%. It is therefore particularly important to maintain a high level of across-track
coverage by reducing the speed of the platform in shallower areas and/or increasing the
speed of image extraction.
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5.2. POSEIDON Development Options

The aim of this study is to make a prototype system available to the community. Nu-
merous changes can be made, both to the platform and to the processing chain, depending
on the environment and the study requirements.

For example, a lighting system could be added for less luminous environments,
other cameras models could be tested [37] and the metal structure could be adapted
so that it can be mounted on other supports, such as small coastal craft (hydrographic
survey boats, boats of opportunity, etc.). In order to improve the synchronization of
the two cameras, new tools such as voice control commands or even GoPro Labs (https:
//gopro.com/en/us/info/gopro-labs, accessed on 12 September 2023) can be tested. These
tools allow two cameras to start simultaneously or extend the GoPro camera capabilities,
including time synchronization of multiple cameras.

One possible improvement would be to better constrain the parameters of Camera
2. This could involve adding an IMU to take into account the attitude of the platform
and deduce the position of Camera 2. It could also involve rearranging the cameras, for
example by placing the two cameras in different orientations, one above the other on
the same vertical poll, directly above the GNSS antenna. In this way, the position of
Camera 2 could be known directly. Among the possible drawbacks, divergent axes are
not recommended for SfM photogrammetry (particularly with short focal length); and the
lower camera may partially obscure the field of view of the upper camera.

Furthermore, by comparing the calibration parameters obtained (i) by grouping all
the cameras in a single calibration group (Figure 10a) and (ii) by separating Cameras 1
and 2 into two groups (Figure 10b,c), we can see that the variations in parameters remain
moderate. We can infer that, as long as there are enough accurately positioned images
(of the centimetre order) in the whole dataset, the self-calibration of Camera 2 is faintly
impacted by the fact that Camera 2 positions are not known precisely.
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The question may arise of adding a remote-controlled propulsion system to ‘dronise’
the platform. However, converting to a drone would inevitably lead to an increase in
costs and potentially greater difficulty in orienting the platform and following a trajectory,
especially in strong currents. In addition, the use of a motorized vehicle may come up
against regulations in certain areas. Finally, when changing the mode of propulsion, care
must be taken to maintain a sufficiently low speed to ensure strong along-track recovery.

6. Conclusions

POSEIDON is a floating platform for collecting underwater imagery, avoiding the dis-
turbance to optical beams caused by the surface of the water (specular reflection, refraction,
wavelets on the surface). This system can be operated even in very shallow water and it
makes it easy to carry out low-cost (USD ~1500) SfM photogrammetry surveys with RTK
GNSS positioning of cameras. The ability to take RTK measurements makes underwater
photogrammetry easier, particularly when georeferencing the survey is required. When
comparing the point cloud provided by POSEIDON underwater SfM photogrammetry
and by classical terrestrial SfM survey, the differences are around 5 cm (mean deviation of
5.2 cm and standard deviation of 4.6 cm).

The POSEIDON system therefore has the potential to generate georeferenced and
geometrically accurate 3D point clouds in shallow waters. These point clouds can then
be exported as DSMs and orthophotographs. Such surveys are of interest in a wide range
of applications: micro-bathymetry, hydrodynamics (bottom roughness), benthic habitats,
ecological inventories, archaeology, etc.
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