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Ground Network Optimization Using Satellite
Information: Application to the French

Heliographic Network
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Abstract-Tins paper deals wIth the settmg up of new sunshme re
cordmg stations usmg satelhte mformatlon Most statrsneal crIterIa
used to select new measurement leeanons rely on knowledge of the cor
relation structure of the measured phenomenon As thIs structure IS
generally not known extensrvely, It must be modeled under homoge
neity assumpnons An alternative soluuen IS proposed to aVOId such
modehng by usmg mstead the correlation structure deduced from re-
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mote-sensed measurements of the studied phenomenon. A case study
is presented.

Keywords-Network optimization, clustering, solar radiation.
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Fig. 1. Experimental autocorrelation swarms for (a) ground, and (b) re
mote-sensing measurements.
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Computation of the mean correlation over classes of distance
provides smoother forms of these experimental functions, from
which we can draw conclusions concerning the similarity between
the mean correlation structures of the two measurement sets. This
conclusion can be fulfilled by examining the cross-correlation func
tion, obtained in the same way, except that the coefficients of cor
relation are computed between ground measurements at the first
station and remote measurements at the second station of each pair.
Fig. 2 shows the good agreement of the three functions except for
very short distances, indicating that the two kinds of measurements
are only separated by a random noise of low variance. Thus the
mean autocorrelation function of either ground or remote measure
ments can be used for network design under a homogeneity as
sumption.

However, our purpose is to avoid the homogeneity assumption
by taking advantage of the detailed remote-sensing knowledge of
the correlation structure.

Thus the similarity check must be pursued one step further by
comparing the correlation fluctuations due to heterogeneity. In other
words, we have to compare experimental swarms rather than their
means values. The simplest way to do this is to plot the ground
correlation versus the remote correlation for the pairs of points
common to both networks. Fig. 3 shows the obtained scattergram.
Note that the dispersion of this swarm is remarkably narrow, es
pecially with respect to the autocorrelation function swarm. This
can be considered as clear evidence that the correlation structure
deduced from remote-sensing information is sufficiently consistent
with the ground correlation structure to be substituted for it in net
work design.

I. INTRODUCTION

A classic problem in environmental sciences is the rational lo
cating of ground measurement devices for optimum measurement
network design. This problem presents itself in two different con
texts: i) The selection of a few devices within a redundant network,
or ii) the addition of new devices to reinforce an existing network
or to create a new one. Statistical literature offers a wide variety of
methods capable of dealing with the first context: Data analyses
and clustering techniques provide criteria for a rational selection
based on the correlations between the existing measurement sta
tions. The selected stations are then sufficient to preserve most of
the information originally collected by the redundant network. The
second design context is drastically different because no redundant
information is available.

Addressing this problem, numerous studies have defined general
rules concerning the optimal spacing of devices for a given phe
nomenon. The best way to obtain such rules is to consider the mea
sured phenomenon as a random process. For any given network
configuration the error variance can be computed for point or space
averaged estimates in the studied area [3]-[5], [8). New device
locations are selected to minimize such error variances.

The basic concept of random process theory is the statistical ho
mogeneity of the studied phenomenon, meaning that the statistical
properties are invariant in space. Unfortunately, most natural phe
nomena do not satisfy this assumption; especially the correlation
between two point time series is not specifically connected with the
distance between the two points (cf. the dispersion of most exper
imental autocorrelation functions).

This paper proposes an alternative solution to process modeling
when remote-sensing information is available. The high spatial
density of this information allows the remote system to play the
role of a very dense measurement network. Assuming that the
ground and remote measurements of the studied phenomenon have
the same statistical properties, particularly concerning the corre
lation structure, then the problem of reinforcing the ground net
work becomes a problem of selecting stations among the redundant
"remote network" (i.e., the remote-sensing grid). The main ad
vantage of this approach is that it avoids homogeneity assumptions.
Its main weakness is that it requires i) a reasonably long series of
remote measurements to provide robust estimates of the correla
tions, and ii) some clear evidence of the good agreement between
the statistical properties of the two kinds of measurements.

A real world example is presented. It concerns daily sunshine
ratio measurement over the Southwestern part of France (from 43 0

to 46° latitude and from 1°30 W to 1°30 E longitude) where a
network of 23 heliographs already exists. The daily sunshine ratios
are the relative numbers of hours with sunshine. The satellite es
timates come from Meteosat imagery through a threshold method
computing percentages of cloud coverage over a 20 x 20 km square
grid, named the Cactus method of the French Met. Office [7). The
period studied ran from the beginning of March to the end of May,
1984.

Il. EVIDENCE OF THE CORRELATION STRUCTURE CONSISTENCY

BETWEEN GROUND AND REMOTE MEASUREMENTS

The similarity of the correlation structures of the two measure
ment sets can initially be checked by comparing their autocorrela
tion functions. Such functions are obtained experimentally by re
lating the classical coefficient of correlation, computed for each
pair of measurement stations, with the geographical distance be
tween the stations. Due to sampling fluctuations and heterogeneity
of the statistical properties, the original experimental forms of the
autocorrelation functions are, in this case, widely scattered point
swarms (see Fig. 1).
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Fig. 4. Location of the new devices, numbered in accordance with their
rankof selection, selected bythe firstcriterion (1) or the second (Il) using
a modeled autocorrelation function (a)or thecorrelations computed from
the remotely sensedmeasurements (b). The original network location is
givenby the black triangles.
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Fig. 2. Mean autocorrelation functions for ( 0 ) groundand ( • ) remote
sensing measurements and theircorresponding cross-correlation function
( x ) (20 classesof distance are used;an exponential model is proposed).
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Fig. 3. Scattergram of ground versus remote-sensing coefficients of cor
relation for the 253 pairs of measurement points common to the two
networks.

Ill. CRITERIA USED FOR SELECTING NEW MEASUREMENT SITES

In so far as we can consider that ground and remote measure
ments have the same statistical properties, the problem is now re
duced to selecting among the points of the satellite grid (set G)
the most appropriate point p to reinforce the ground network N. As
noted in the Introduction, this selection is based on the satellite
information due to its higher measurement density. Naturally, some
geographical approximations are needed since the ground network
stations are not generally located at grid points.

Various methods for selecting variables have been presented in
the literature. Some are based on the notion of distance and are
aimed at constituting clusters of variables (e.g., in [2]). Selection
then involves choosing one variable in each cluster. Other methods
use the information concept and provide a direct selection of
variables satisfying criteria of explained variance (see [I] or [6]).
Since the first method can provide clusters with a poor geographical
consistency. we prefer the second, which has the additional advan
tage of being more straightforward,
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Within these methods two selection procedures can be distin
guished: i) A descending procedure which discards, at each step,
the least interesting variable, and ii) a ascending procedure which
selects, at each step, the most interesting variable. The necessity
of taking into account the existence of a given network implies the
use of an ascending method, for which the first steps are forced to
select the existing network points.

Only two selection criteria are applied in the present study.
The first one selects at the first step a point p belonging to the

set G-N (set of the grid points after removing the network points).
This point is selected so that the mean partial correlation between
p and the points j from G-N-p is as strong as possible. In other
words, p is such that the mean residual variance SJIN+P when j
describes G-N-p is minimum (this variance is the mean square
value of the residuals obtained when the variable j is explained by
the variable N +P through a multiple regression). The second step
selects the point m so that

Min; G_N_p(Meanj G-N.p.mSJIN+p+m)

and so on.
The second criterion proceeds in a different manner. The first

point selected p shows the weakest partial correlation with the net
work N. Thus, p from G-S is such that S~/N is maximum. In the
same way, m satisfies at the second step:

Max; G-N-pS~/N+p'

This criterion corresponds in fact to the minimization of the es
timation variance commonly used in objective analysis (see [5] or
[3]).

IV. RESULTS

The above criteria have been applied to the studied area in order
to reinforce the 23-heliograph network. The correlation used by
both criteria are successively deduced i) directly from remote-mea-
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and

where

(6)
V(m)

Erratum

xo = 0.98Xo·

if (b + h) tan 0 > r(l + Ijcos 0'), otherwise Ao = O. In this
expression

V(m) '" (N + C~,N + C~,)(R2)2

= (M + C;2M + C~,R2)R2 (4)
2 2 . 2 1/2 2

[(1 + Cr') M 2 + 4V( m ) Cr'] - (I + Cr')M
R2 = 2 . (5)

2Cr2

_I [( h)(l - cos 0')]13 = cos I + b sin 0'

0' = tan-I (~tan 0).

The last sentence on p. 814 (which continues on p. 818) should
read: "To determine whether or not the mean and variance should
be based on within-site measurements, ...."

The last sentence of that paragraph on p. 818 should read: "Ac
cordingly, the means and standard deviations shown .... "

Fig. 5 (a)-(f) (pp. 815-817) should appear at a reduced scale,
on one page.

The second complete paragraph in the second column of p. 822
should begin: "For several of the sites (2, 4,5,7), ...." In the
last sentence of that same paragraph the equation should read:

X. Li's name was spelled incorrectly in the Acknowledgment
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The following errors appeared in the paper "Invertible Canopy
Reflectance Modeling of Vegetation Structure in Semiarid Wood
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The equation on p. 810 should appear as follows:
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