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Preface 
 
 

Climate change and rapid population growth pose a serious threat to global water availability, 
which result in changing the water cycle, sea level, and rainfall variability, and thus crop 
production and the frequency and scale of floods and droughts. The water cycle operates 
across all scales, from the global to the smallest stream catchment, and involves the movement 
of water in terms of precipitation, evaporation, transpiration, vapour transport, surface runoff, 
subsurface return flow and groundwater flow. Accurate knowledge and accounting of various 
hydrological processes (evapotranspiration, rainfall, runoff, and seepage, etc.) and different 
factors (land-use changes) affecting these hydrological processes, both spatially and 
temporally, is of paramount importance. The spatial scales considered can vary from pixel to 
continent. Ground-based measuring and monitoring techniques have very limited ability to 
capture the spatial and temporal variation of different hydrological variables at regional and 
continental scales.  

Recent, state-of-the-art advances in measuring hydrological variability by means of satellite 
gravimetric techniques such as the Gravity Recovery and Climate Experiment (GRACE) 
mission, other remote sensing platforms (TRMM, Landsat and MODIS), and ground-based 
methods have provided a great potential to estimate spatio-temporal surface water balance, 
spatially-averaged water budgets, hydrodynamics, hydrological processes, and characterization 
of groundwater systems in gauged and ungauged basins at regional and global scales. New 
satellites, such as GRACE, SMOS, and METOP, are starting to generate hydrological 
parameters that have large potential for water managers in data sparse environments. Sensors 
such as radar altimeters, primarily designed for ocean or ice studies, are now used for 
monitoring continental waters. Optical-thermal satellites (Landsat and MODIS) have been 
extensively used for estimation of vegetation health parameters and actual evapotranspiration 
from various land-use classes over the past two decades. Finally, the “Predictions in Ungauged 
Basins” initiative (PUB) is focusing on remote sensing models and estimates of spatially-
averaged water budget components across scales and beyond catchment boundaries. In 
parallel, advances in ground-based measurement techniques, such as distributed temperature 
sensing, geological weighing lysimeters (gwl), and geophysical surveys are finding their way 
into research and practice for characterizing the hydrological parameters by more efficient 
means.  

To bring together the broad interest of specialists on the subjects of satellite gravimetry, 
remote sensing and ground-based methods in multi-scale hydrology and water resources 
management over the full range of terrestrial spatial scales from pixel to continent, a joint 
symposium (J-H01) entitled: GRACE, other remote sensing platforms and ground-based 
methods for estimating multi-scale surface water budgets, groundwater system 
characterization and hydrological processes was held during the 25th General Assembly of 
the International Union of Geodesy and Geophysics (IUGG), Earth on the Edge: Science for a 
Sustainable Planet, in Melbourne, Australia, from 28 June to 7 July 2011. The joint 
symposium was led by the International Association of Hydrological Sciences (IAHS) with 
other IUGG Associations including the International Association of Geodesy (IAG) and 
International Association of Meteorology and Atmospheric Sciences (IAMAS). This IAHS 
publication contains 30 peer-reviewed papers from different disciplines to provide a review on 
the state-of-the-art on one or more aspects of GRACE, Remote Sensing and Hydrological 
Models for understanding of multi-scale hydrological processes. The papers have been 



organized into three general categories: GRACE Application, Satellite Application, and 
Hydrological Application.  
 
The editors are grateful to the symposium participants for their scientific contributions, which 
together form an impressive volume on the topic of state of the art application of remote 
sensing and ground-based methods for multi-scale hydrology. We also thank symposium 
participants for their prompt submission of manuscripts and adherence to a tight publication 
schedule. Penny Perrins and Cate Gardner at IAHS Press are graciously thanked for their 
tireless effort in preparing the papers for publication. Lastly, the editors thank Dr Tamara 
Jackson for an English review and editing of the accepted papers, Mr Josh Sixsmith for 
preparing the front page picture, Mr Kaleem Ullah for help in session planning and Pierre 
Hubert (Secretary General of IAHS) for coordinating the joint symposia details. 
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Groundwater resources assessment based on satellite GRACE 
and hydrogeology in Western Australia 
 
MAKOTO TANIGUCHI1, KEIKO YAMAMOTO1  
& PRIYANTHA RANJAN SARUKKALIGE2 

1 Research Institute for Humanity and Nature, 457-4 Motoyama, Kamigamo, Kyoto 603-8047, Japan 
makoto@chikyu.ac.jp  

2 Curtain University, Western Australia, Australia 
 
Abstract Groundwater resources assessment in Western Australia has been made by using satellite GRACE 
(Gravity Recovery and Climate Experiment) and in situ hydrological, meteorological and hydrogeological 
data. Changes in land water storage analysed by satellite GRACE showed the decreasing trends at both 
northern Western Australia and southern Western Australia during 2002–2008, even though the values of 
precipitation minus evaporation remain the same. This is attributed to the depletion of groundwater storage 
which is confirmed by in situ data with the decrease in groundwater level. The degree of depletion of 
groundwater storage depends on the hydrogeology, which has higher permeability with higher depletion in 
northern Western Australia and lower permeability with lower depletion in southern Western Australia. 
Key words  satellite GRACE; hydrogeology; Western Australia; groundwater assessment 
 
 
INTRODUCTION  

Groundwater is the world’s largest accessible store of freshwater. Groundwater is also the primary 
source of drinking water for nearly half of the world’s population and, as the dominant source of 
water for irrigated land, is critical to global food security. Despite this dependence, our 
understanding of the impacts of climate change on groundwater resources remains limited. Strategies 
to adapt to more variable freshwater resources will increase dependence upon groundwater. Many 
parts of the world will suffer a decrease in water resources due to global climate changes, and rapid 
global population growth will enhance the stress on water resources (Kundzewicz et al., 2007). 
 In order to maintain sustainable water management, basin-scale or continental-scale Land 
Water Storage (LWS) monitoring is necessary. However, traditional methods cannot evaluate 
large-scale LWS variations accurately. Previous ground and satellite techniques can evaluate 
individual components such as soil moisture (Njoku et al., 2003) and surface water (Alsdorf & 
Lettenmaier, 2003). However, they cannot evaluate groundwater or total LWS changes. Numerical 
models can be used to evaluate LWS changes; however, they have limitations such as insufficient 
knowledge of surface structure, process description or parameterization, as well as errors in model 
input data (e.g. precipitation data), which can all cause large uncertainty (Hasegawa et al., 2008). 
 The GRACE (Gravity Recovery and Climate Experiment) satellite was launched in March 2002 
to solve this problem. GRACE has been providing monthly global gravity field data with an 
unprecedented accuracy as a series of the Stokes coefficients (a set of coefficients of the spherical 
harmonic expansion of the Earth’s gravity field) (Tapley et al., 2004). GRACE can recover temporal 
variations of the Earth’s gravity fields due to mass redistribution in and on the Earth (Wahr et al., 
1998). Many previous studies concluded that GRACE-inferred annual changes of LWS agree 
reasonably well with hydrological model estimates in certain large river basins, for instance, the 
Amazon (Tapley et al., 2004), Mississippi (Chen et al., 2005), Illinois (Yeh et al., 2006), Indochina 
(four major combined basins) (Yamamoto et al., 2007), and India (Rodel et al., 2009).  
 Studies on the dependency of hydrogeology on LWS change are limited. WHYMAP (2009) 
recently developed a worldwide hydrogeological map with five categories of recharge rates;  
(1) very high recharge (>300 mm/year), (2) high recharge (100–300 mm/year), (3) medium 
recharge (20–100 mm/year), (4) low recharge (2–20 mm/year), and (5) very low recharge 
(<2 mm/year), and three categories of aquifer types: (1) major groundwater basin, (2) complex 
hydrogeological structure, and (3) local and shallow aquifers. Although this information is limited 
qualitatively, it provides a broad knowledge of global-scale hydrogeological characteristics.  

Copyright © 2011 IAHS Press 
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 Australia suffered severe drought during 2006, in particular in the Murray-Darling basin. 
Many hydrological studies have been made, including the use of GRACE (Hasegawa et al., 2008). 
Water shortage was also reported during that period in Western Australia (WA); however, the 
detailed studies at a large scale have not been made yet, e.g. by using GRACE. 
 In this paper, we evaluated the changes in LWS from GRACE gravity data, and compared it 
with in situ meteorological, hydrological, and hydrogeological data. The purpose of this study is to 
assess the regional water resources in WA, where groundwater is a dominant water resource. 
 
The GRACE monthly gravity field solution  

For the estimation of GRACE mass variation over Australia, version 02 of the GRGS every 10 day 
gravity field solutions are used in this study (Lemoine et al., 2007). The solution was calculated in 
Stokes coefficients up to a degree/order of 50 from GRACE GPS and K-band range-rate data and 
LAGEOS-1 and 2 Satellite Laser Ranging data. Smoothing or filtering was not applied when we 
used them, because they have already been stabilized during their generation process. We used the 
data from July 2002 to October 2008. After removing the average of the whole data period, mass 
variations of each time period was estimated using equation (1) of Wahr et al. (1998): 

∑∑
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where ),( λθσΔ  is mass change rate at the latitude θ and the longitude λ, a is the equatorial radius 
of the Earth, ρE is the average density of the Earth, kl′ is the load Love number of degree l, 

lmCΔ and lmSΔ  is variable components of fully normalized GRACE spherical harmonic 
coefficients of degree l and order m. 
 
Spatial and temporal variations of LWS in Australia during 2002 to 2008 

We obtained the spatial distribution of inter-annual mass change trend over Australia by fitting the 
annual linear trend components to the mass variations calculated by equation (1). Figure 1(a) 
shows the result of the changes in LWS from 2002 to 2008 over the Australian continent. The 
depletions of LWS are found in Western Australia as well as in the Murray Darling basin (MDB). 
As shown in Fig. 1(a), the depletion of LWS in northern WA is the largest, followed by southern 
WA. The increases in LSW in the western coastal zone were also noticed. To evaluate the regional 
differences of LWS trend, we grouped the common areas having similar patterns of LWS 
 
 

    

(a) 
(b) 

Fig. 1 Trends of land water changes during 2002 and 2008 by GRACE in (a) Australia, and (b) spatial 
classifications depending on the trend. 
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Fig. 2 Temporal changes of LWS in A and B. 

 
 
variation. This spatial classification is shown in Fig. 1(b). Two critical areas with higher decreases 
in LWS can be clearly identified in Western Australia; northern WA and southern WA (Areas A 
and B, as shown in Fig. 1(b)). 
 To characterize the time variation of LWS in Western Australia, we evaluated the regionally 
averaged time variations of LWS over northern WA (A in Fig. 1(b)) and southern WA (B in 
Fig. 1(b)) where the significant negative LWS anomalies were detected in Fig. 1(a). As shown in 
Fig. 2, there are seasonal variations of LWS and long-term trends of depletion of LWS are found 
in both A and B. The long-term average of the depletion of the LWS in A and B areas are 
17.9 mm/year and 11.7 mm/year, respectively. 
 
Empirical Orthogonal Function (EOF) analyses for each WATER component of the changes 
in LWS 

In order to evaluate the factors affecting the changes in LWS, EOF analysis, which is routinely 
used for the study of oceanography and meteorology, has been carried out. EOF analysis is the 
method to analyse the whole spatial-temporal data set at once, by seeking the eigen values of the 
data. First we made a matrix for the analysis using mass variation data sets over Australia by 
packing mass variations of each grid point to each row, so that each time period map becomes a 
new column. Applying eigen value decomposition, we obtained the eigen values, each of which is 
associated with an eigenvector (a spatial map) and the corresponding time variation, the principal 
value (a 1-D time series). These eigen values and the corresponding eigenvectors represent the 
principal components or most significant modes in the data when they are ordered from largest to 
smallest. Figure 3(a)–(e) depict the obtained spatial patterns of the 1st, 2nd, 3rd, 4th and 5th EOF 
modes. The 1st, 2nd, 3rd, 4th, and 5th modes explain 46.5, 18.2, 8.4, 5.6 and 3.9% of the data, 
respectively, and these first five modes together account for 82.6% of the variance. 
 As can be seen from Fig. 3, the most dominant factor is the seasonal variation of the LWS 
(Fig. 3(a)), with the highest in February and March and the lowest in October and November due 
to precipitation change. The second dominant factor is the long-term trend of the LWS change 
(Fig. 3(b)). The third dominant factor shows the bimodal variation of LWS (Fig. 3(c)) with highest 
in June/July and March/April. The fourth dominant factor (Fig. 3(d)) shows a decreasing trend 
during late 2005 and 2006, when severe drought occurred over the whole of Australia. The fifth 
dominant factor (Fig. 3(e)) also shows the bi-modal variation; highest in January and April.  
 According to the spatial distributions of the five factors of the variation of LWS, the area with 
the larger 1st factor (seasonal variation) is located in the Northern Territory of Australia. The areas 
with the larger 2nd factor (long-term depletion trend) are located in northern WA, southern WA, 
central Australia, and southeast Australia (southern MDB). The area with larger third and fifth 
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 factors (both bimodal variation) are not very clear. The area with the larger fourth factor 
(depletion after 2005 drought) is located in the MDB. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Temporal changes of land water by EOF analyses with (a) 1st, (b) 2nd, (c) 3rd, (d) 4th, and  
(e) 5th dominant. 

 
 

Analyses with meteorological, hydrological and hydrogeological data  
In order to evaluate the water balance in Western Australia, three types of major hydrological data 
are used; precipitation, evaporation, and groundwater level. The precipitation and groundwater 
level data were obtained from the Department of Water, Australia, and the evaporation data was 
collected from the Australian Government Bureau of Meteorology (BoM). After analysing a series 
of these meteorological data records, data for 186 meteorological stations for precipitation, 37 
stations for evaporation and 14 borehole locations for groundwater levels were used for this 



Groundwater resources assessment based on satellite GRACE and hydrogeology in Western Australia 
 

7

analysis. These selected observation stations show a continued data series from 2002 to 2008, 
which is compatible with the GRACE data set time scale.  
 In order to evaluate the effect of hydrogeology on the change in LWS, the hydrological 
information was obtained from the hydrogeological map made by the World-wide 
Hydrogeological Mapping and Assessment Program (WHYMAP, 2009). WHYMAP (2009) 
illustrates that the hydrogeology in northern WA is a major groundwater basin with high recharge 
(100–300 mm/year) to medium recharge rates (20–100 mm/year). However, the hydrogeology of 
southern WA is categorized as a local and shallow aquifer system with medium–very low recharge 
(<100 mm/year). Therefore the hydrogeology in A (northern WA) and B (southern WA) is very 
different in terms of recharge rate and other characteristics (such as storage). 
 Temporal variations of LWS from GRACE data show the long-term trend of LWS depletion 
in both A and B (Fig. 2). The depletion ratio is larger in A (northern WA) than that in B (southern 
WA). This may be attributed to the difference of hydrogeology, if the meteorological condition is 
the same in both areas. Figure 2 also shows that the seasonal variation of LWS is larger in A 
(northern WA) than that in B (southern WA). This also may be attributed to the difference of 
hydrogeology, if the meteorological condition is the same in both areas. 
 To evaluate the water balance during 2002 to 2008 in both A (northern WA) and B (southern 
WA), a simplified water balance concept, precipitation minus evaporation (P–E) is considered. 
The collected precipitation and evaporation data are used for the analysis. First, we developed the 
spatial distribution grid data map for each evaporation data (each time period), using observed data 
which are uniformly distributed over a large area. We used the minimum curvature surface 
interpolation method to develop the spatial distribution and then estimated the evaporation value at 
the precipitation observation locations by bilinear interpolation. The precipitation minus 
evaporation (P–E) at six stations in area A (northern WA) and four stations in area B (southern 
WA) are examined. There are double peaks of P–E in area A in January/February and June/July. 
However, there is a single peak of P–E in area B in June. Although the single or double peaks of 
P–E exist, the long-term trend of P–E is almost constant, therefore the decrease of LSW detected 
by GRACE cannot be explained by the change in P–E. Therefore, the only reason why the LWS 
depleted during 2002 to 2008 in both A (northern WA) and B (southern WA) is the depletion of 
water in the vadose zone including groundwater. 
 In order to confirm the reason for the decrease in LWS, the variation of groundwater level in 
area A and B are examined, although there are only six boreholes in A (northern WA) and eight 
boreholes in B (southern WA). Some borehole data in area A show seasonal changes in 
groundwater level, but others do not. Almost all groundwater levels in area B (southern WA) show 
a seasonal change. The average of the groundwater depletion in area A is 0.147 m/year. Although 
some boreholes show an increasing trend and others show a decreasing trend, the average of 
groundwater depletion in area B is 0.095 m/year. Therefore, the decreasing ratio of groundwater 
level in area A (northern WA) is larger than that in area B (southern WA). If the variable porosities 
of the soil are assumed to be 0.1, the depletions of groundwater are 0.015 m/year in area A, and 
0.0095 m/year in area B.  
 According to the long term trends of LWS variation obtained from GRACE data, the 
depletion ratio was 0.0179 m/year in area A, and 0.0117 m/year in area B (Fig. 2). These numbers 
agreed relatively well with the values observed in groundwater level change in area A and B. 
Therefore, the depletions of LWS in area A (northern WA) and area B (southern WA) are caused 
by depletion of groundwater. The satellite GRACE can detect large scale LWS variation, including 
groundwater depletion; therefore GRACE is useful for global assessment of groundwater which is 
important for water resources management. 
 
 
CONCLUSION 

Changes in land water storage obtained from the satellite GRACE showed the decreasing trends in 
both the northern part of Western Australia (–17.9 mm/year) and the southern part of Western 
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Australia (–11.7 mm/year) from 2002 to 2008. The depletion of LWS in both areas was found, 
even though the values of precipitation minus evaporation remain the same, which suggested the 
depletion of soil water and groundwater in the vadose zone. Depletion values obtained from 
GRACE agreed relatively well with the in situ groundwater measurements of depletion of 
0.015 m/year in area A, and 0.0095 m/year in area B. Therefore the depletion of LWS is caused by 
the depletion of groundwater in both northern WA and southern WA. 
 Hydrogeology in the northern part of WA is categorized as a major groundwater basin with 
high recharge (100–300 mm/year) to medium recharge rate (20–100 mm/year). However, the 
hydrogeology of southern WA is categorized as a local and shallow aquifer system, with medium 
to very low recharge (<100 mm/year). Therefore the hydrogeology in northern WA and southern 
WA is very different in terms of recharge rate and other characteristics (such as storage). The 
degree of depletion of groundwater storage depends on the hydrogeology, which has a higher 
recharge rate with higher depletion in northern WA and a lower recharge rate with lower depletion 
in southern WA. 
 The satellite GRACE (Gravity Recovery and Climate Experiment) is a useful tool for basin 
and continental scale groundwater assessment.  
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Abstract Regional and global variations in soil moisture are commonly assessed by remote sensing and/or 
hydrological models. Less attention has been paid to the associated large-scale mass changes detectable with 
satellite gravimetry. Here we analyse variations in soil moisture from remote sensing (satellite sensor 
AMSR-E) and hydrological modelling (WaterGAP Global Hydrology Model) with respect to mass changes 
in continental water storage from space gravimetry (satellite mission GRACE). The study is performed for a 
test area in Central Asia, where mass change in soil moisture is the dominant contributor to the total water 
storage (TWS). The different data sets are compared with respect to their spatio-temporal characteristics via 
principal component analyses. Results show high correlation in the annual cycles of all data sets. The high 
level agreement between the spatial patterns of TWS changes from GRACE and soil moisture variations 
from AMSR-E suggests an important potential of satellite gravimetry in studies related to regional variations 
in soil moisture. 
Key words  soil moisture; remote sensing; satellite gravimetry; principal component analysis; AMSR-E; GRACE; 
WGHM 
 
 
INTRODUCTION  

The latest IPCC assessment report once more identified land hydrology as the most uncertain 
component of the global water cycle (Solomon et al., 2007). Total continental water storage (TWS) 
and its temporal variation play a key role in the Earth’s water, energy and biogeochemical cycles. 
TWS is composed of a variety of storage compartments, including the unsaturated soil or rock zone, 
groundwater, snow, ice and surface water bodies. Depending on the respective storage 
characteristics, hydrological variations cover sub-daily to decadal time scales, and the contributions 
of individual storage compartments to the overall dynamics of land hydrology vary spatially as a 
function of, for instance, topography, soil characteristics and climate conditions (Güntner et al., 
2007; Syed et al., 2008). The particular contributions of individual compartments to TWS and their 
interactions are not well known. Such knowledge, however, would be a prerequisite for a better 
understanding of processes of the hydrological cycle and of continental mass variations in general. 
 Since 2002 the satellite gravity field mission GRACE allows for a global assessment of TWS 
variations at spatial scales of a few 100 km at a temporal resolution of one month and better (Tapley 
et al., 2004; R. Schmidt et al., 2006; M. Schmidt et al., 2008; Seitz et al., 2008). But by its 
integrative nature, GRACE is unable to resolve the contributions of individual compartments to 
TWS variations. In order to separate the integral signal from GRACE, additional data from other 
sources must be incorporated into the analysis. Besides ground-based observation systems and 
simulations from various hydrological models, today a multitude of simultaneously operating 
satellite systems offers a broad spectrum of information (e.g. Wagner et al., 1999; Singh & Gan, 
2000; Alsdorf et al., 2007). 
 This paper addresses the compartment of soil moisture. Applying multi-sensor data from remote 
sensing, GRACE and hydrological modelling we study the detectability of soil moisture signatures in 
observed TWS variations from GRACE and elaborate on the question in which way satellite 
gravimetry can contribute to a better understanding of variations in soil moisture. Results of this 
study are therefore valuable for scientists from both hydrology and geodesy disciplines.  
 Our work is organized as follows: variations in soil moisture are deduced from products of the 
satellite sensor AMSR-E and from the WaterGAP Global Hydrology Model (WGHM). In situ 
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observations are not integrated into the study since soil moisture products from satellite missions 
have already gone through a calibration process incorporating ground truth data. TWS changes are 
computed from GRACE gravity field observations. We perform a regional study for a test area in 
Central Asia, where the change of water storage in soil moisture is dominant with respect to other 
hydrological contributions and thus expected to be identifiable in the GRACE signal. The observed 
and modelled data sets for soil moisture and TWS are compared with respect to their spatio-temporal 
characteristics. For this purpose, a principal component analysis (PCA) is applied to the time-
variable fields of soil moisture and TWS from the different data sources. The final section provides 
conclusions and directions for future research. 
 
 
DATA SETS  

Remote sensing 

Existing permanent measurement stations and field campaigns have not mapped soil moisture over 
larger areas and extended time periods. In order to cover continental or global scales, satellite 
missions have been put in operation, giving global records of soil moisture with temporal resolutions 
of up to one day. Therefore active as well as passive microwave sensors have been employed (Wood, 
1993; Wigneron, 2000; Barrett et al., 2009).  
 This study focuses on the passive sensor AMSR-E (Advanced Microwave Scanning Radiometer 
on the Earth Observing System Aqua), launched in 2002. The sensor operates at 6.8 GHz (C-band) 
with a nominal spatial resolution of 60 m and a temporal resolution of 2–3 days (Jackson, 2005). The 
National Snow and Ice Data Center of the University of Colorado at Boulder provides Level-3 
products (25 km grid) of global surface soil moisture, including additional information on 
vegetation-water content and quality control variables (Njoku, 2008). We apply this data for the time 
span 2003–2009. The processing is described by Njoku et al. (2003). AMSR-E operates at a low 
microwave frequency (implying higher penetration), but an accuracy of 0.06 g/cm3 can only be 
achieved in areas with less than 1.5 kg/m2 vegetation-water-content (Njoku et al., 2003). 
Furthermore soil moisture can only be recorded for the first centimetre of the top layer of the soil. 
 
Satellite gravimetry 

The GRACE gravity field mission has been monitoring temporal variations of the Earth’s gravity 
field continuously since 2002. The largest part of the signal (tides, atmosphere and oceans) is 
removed during pre-processing (Flechtner et al., 2010), so that remaining variations over non-polar 
regions mainly reflect changes of terrestrial water storage. Here we analyse monthly GRACE gravity 
fields in terms of equivalent water mass (Wahr et al., 1998), computed from the latest global 
spherical harmonic solution RL04 of the German Research Centre for Geosciences (GFZ). Due to 
GRACE orbit characteristics and measurement limitations, which result in an inability to separate 
spherical coefficients at all degrees and orders, errors in the form of longitudinal stripes are present 
in the current solutions. In order to reduce correlations in the coefficients, we apply a 2nd degree 
Savitzky-Golay least-squares smoothing filter. In addition, noisy short wavelength components of 
the solutions due to high-frequency aliasing are reduced using an isotropic Gaussian filter of 300 km 
half-width (Wahr et al., 1998). 
 
Hydrological modelling 

Model-based analyses of total and compartmental storage variations are derived from the WaterGAP 
Global Hydrology Model (WGHM) (Döll et al., 2003). WGHM is a state-of-the-art model of the 
terrestrial hydrological cycle at a spatial resolution of 0.5 degree and a daily simulation time step. In 
the version used here, the model is forced by monthly fields of terrestrial surface climate and 
accounts for the hydrological storage compartments groundwater, soil moisture, snow and surface 
water in rivers, lakes, reservoirs and wetlands. Extensive global and regional analysis of spatio-
temporal variations of simulated water storages were carried out by Güntner et al. (2007), revealing 
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the different contributions and characteristics of individual storage compartments for different river 
basins and climate zones. Large-scale TWS variations from WGHM have also been compared with 
GRACE-based TWS variations in various studies. While the comparison of WGHM and GRACE 
revealed a general agreement of seasonal and other periodic characteristics at the global scale, 
significant differences with respect to phases and amplitudes were detected for some river basins 
where WGHM tends to underestimate seasonal variations of TWS (R. Schmidt et al., 2006, 2008). 
 
 
STUDY AREA 

The study area was selected on the basis of three criteria: (a) the area is characterized by a relatively 
high macro-scale variation in soil moisture to induce a detectable change in the Earth’s gravity field; 
(b) it has a sparse vegetation cover with >1.5 kg/m2 vegetation water content to give an optimal soil 
moisture accuracy of 0.06 g/cm3; (c) soil moisture is the most dominant contributor to TWS in order 
to relate it to the integral mass change measured by GRACE. Figure 1 displays the standard 
deviation of soil moisture records of AMSR-E over 2003–2009, indicating regions with high and low 
variations in soil moisture. Flagged areas denote either regions with no or invalid data (e.g. due to 
snow fall or dense vegetation) and are not suitable test areas. Neither are desert areas (0 to 0.025 
g/cm3) with little precipitation and thus little variation in soil moisture. From three suitable regions 
(northeast Canada, the catchment area of the Euphrates and Tigris rivers, and an area in Central Asia 
east of the Caspian and south of the Aral Sea) we chose the latter in order to avoid major influences 
of snow fall and river flow on the gravity signal. Simulations with WGHM (Fig. 2) reveal that 
variations of TWS in the region between 33°N 55°E (southwest corner) and 41°N 64°E (northeast 
corner) are clearly dominated by changes in soil moisture. Hence the region fulfils the selection 
criteria mentioned above. 
 
 

  
Fig. 1 Standard deviation of daily records of soil moisture in g/cm3 acquired by AMSR-E for the years 
2003–2009. Areas with vegetation-water-content >1.5 kg/m2 are flagged by quality-control (QC). 

 
 

 
Fig. 2 Modelled contributions of the subsystems soil moisture (SM), inland surface waters (IW), 
groundwater (GW) and snow water (SW) to the change of TWS for the test area in Central Asia from 
WGHM.   
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CROSS-VALIDATION 

Methodology 

For cross-validation we first contrast soil moisture measurements from AMSR-E with modelled soil 
moisture values from WGHM. The comparison cannot be done in a straightforward way as the signal 
of AMSR-E only represents the first centimetre of the top layer of the soil. Given the simulation 
result of WGHM we apply a scaling transformation to the AMSR-E data in order to adapt the 
relative measures of soil water content to realistic amplitudes. A scaling factor of 20 was found to 
be optimal to scale the AMSR-E surface data to the simulated overall soil moisture by WGHM. 
Furthermore we investigate how TWS changes from GRACE and WGHM compare with soil 
moisture variations from AMSR-E by applying principle component analyses (PCA) to the data sets. 
Through PCA a spatio-temporal input signal is split into a series of orthonormal spatial base 
functions (empirical orthogonal functions, EOFs) and corresponding series coefficients which 
represent the temporal behaviour of the signal (principal components, PCs) (Preisendorfer & 
Mobley, 1988). Spatial patterns (EOFs), derived from an eigenvalue and eigenvector decomposition 
of the input’s covariance matrix, and time series (PCs) occur in matched pairs, which are referred to 
as modes. The first mode describes the most dominant part of the signal, whereas higher modes 
account for minor contributions. Below, only those modes are presented which in sum account for 
more than 80% of the signal. 
 
 
RESULTS 

Figure 3 displays the variation of soil water from WGHM and rescaled AMSR-E data. Both signals 
are highly correlated with respect to their seasonal characteristics. WGHM features higher 
amplitudes during some winter seasons (e.g. 2004/05) and lower values during some summer 
seasons (e.g. 2008), indicating that soil moisture variations are larger in deeper soil layers during 
anomalously dry or wet periods than what can be observed by AMSR-E surface data. Nevertheless, a 
high level agreement between WGHM and the rescaled AMSR-E data is obvious. 
 
 

 
Fig. 3 Variations of soil water in units of cm equivalent water height with respect to monthly mean 
values from WGHM and rescaled soil moisture data from the satellite sensor AMSR-E. 

 
 
 The results of the PCA of WGHM, AMSR-E and GRACE are displayed in Figs 4 and 5. All 
data sets have been scaled to units of cm of equivalent water height. The storage variations of total 
water (GRACE) and soil water (AMSR-E) are not directly comparable with respect to their absolute 
amplitudes due to the presence of other (minor) hydrological variations in other compartments (cf. 
Fig. 2). Therefore, the goal of the PCA is the identification of similarities in the spatio-temporal 
behaviour of the data sets. The analysis revealed that the first two modes are capable of explaining 
more than 80% of the input signal for all data sets. Figure 4 displays the PCs of the first two modes 
of the three data sets. In the first mode (upper panel) all signals show a clear annual cycle, being 
especially uniform over the analysed time span in the case of WGHM. The phases of the annual 
signals of the data sets match very well: An increasing TWS signature is apparent in GRACE and 
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WGHM by the beginning of the year, when soil moisture reaches its maximum. By the end of 2008 
GRACE shows, unlike WGHM and AMSR-E, an extreme minimum. The origin of this feature is so 
far unresolved. Mode 2 is significantly weaker and does not follow a periodic behaviour. It features 
comparable characteristics for WGHM and AMSR-E, while the curve for GRACE is very irregular. 
 In Fig. 5 the corresponding EOFs for modes 1 and 2 are shown. The spatial pattern of GRACE 
is very smooth as a consequence of the destriping process. Nevertheless, mode 1 of GRACE and 
AMSR-E are similar, showing low values in the south and higher values in the north. In mode 2, the 
values in the east of the test area show comparable signatures for both satellite systems (north: 
negative; south: positive). However, the spatial pattern of WGHM differs significantly from those of 
GRACE and AMSR-E. Especially in the north, WGHM shows low values where the signals of 
GRACE and AMSR-E are strong. It is assumed that the higher variation in the soil moisture signal 
(AMSR-E) and the TWS signal (GRACE) are caused by an unmodelled (WGHM) hydrological 
influence of the Aral Sea, its southern part having, to a large extent, dried up.   
 
 

 
Fig. 4 PCs of the first two modes for TWS (WGHM, GRACE) and SM (AMSR-E), 2003–2009. 

 
 
 

 
Fig. 5 Corresponding EOFs of the first two modes for TWS (WGHM, GRACE) and SM (AMSR-E). 
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CONCLUSION AND OUTLOOK 

Observed and modelled area integrated soil moisture variations from AMSR-E and WGHM are 
highly correlated with respect to their overall signal characteristics (Fig. 3). We applied an empirical 
scaling transformation of the observed values in order to relate the observations near the surface to 
an actual mass change in soil water. Over the entire time span, such a transformation may be seen as 
reasonable approximation. But larger discrepancies are obvious for especially wet and dry periods. 
Therefore further studies are required, putting an emphasis on the incorporation of information about 
the infiltration behaviour.  
 Mode 1 of the PCA provides information about the seasonal variation of TWS and SM, showing 
high values in winter and low values in summer. The curve for GRACE is more irregular since the 
observed gravity signal contains an integral effect of other mass variations that may not be strictly 
seasonal. The comparison of EOFs revealed a stronger correlation between the spatial patterns of 
GRACE (TWS) and AMSR-E (SM) observations than between the patterns of GRACE and WGHM 
(TWS). As indicated, deviations in the case of WGHM may be based on the underestimation of 
influences from the Aral Sea area in the northern part of the test area. Hence, satellite observations of 
SM provide a valuable source of information for the analysis of the spatial pattern of the GRACE 
signal in this region. The selection of regions in which remotely sensed soil moisture data can 
contribute to an improved GRACE data analysis is mainly limited by the disturbance of the SM 
signal by vegetation. It can, however, be expected that satellite sensors operating in L-Band, as 
implemented within the SMOS mission, will increase possibilities of multi-level cross validation, as 
introduced in this paper. The application of smoothing and destriping algorithms on the global 
spherical harmonics strongly influences the GRACE signal. Here improvements can be expected 
from regional GRACE models based on localizing functions such as spherical wavelets (Schmidt et 
al., 2008). 
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Abstract Geoid signals provide important information about the subsurface density structure of the Earth and 
can be effectively utilized for the identification of mass anomalies at depth with respect to the characterization 
of buried features, i.e. aquifers, minerals, oil and gas reservoirs, and tectonic boundaries. Due to long 
wavelength characteristics, geoid signals can be more useful in studying regional and global anomalous 
structures. Longer wavelength geoids correspond to the lower mantle signals and shorter wavelengths depict 
the heterogeneities in the lithosphere. Moreover, underlying aquifers of various characteristics tend to exist due 
to the tectonic hierarchy, active fault plains, and the nature of terrains consisting of alluvial flood plains and 
potwar strata. This study encompasses the impact of geoid models, gravity, topographic and satellite data that 
was used in the detection of specific plate tectonic boundaries responsible for generating the earthquakes and 
vast plains along fault lines containing unconfined and confined groundwater aquifers of variable yielding 
capabilities. To circumvent the hypothesis, a precise gravimetric geoid model was determined for Pakistan and 
surrounding areas using the EGM2008 gravity model. In addition to this, twin GRACE satellite gravity data 
have been utilized in the detection of major tectonic boundaries and aquifer characterization. The monthly 
gravity solutions of GRACE satellite data have been compared for the year 2005 to establish the relationship of 
time variable gravity fields with tectonic, geological and water bearing structures. With the conclusive findings 
from the study, it has been observed that the horizontal gradient of the geoid, density variation in buried 
masses, aquifer geometry and characterization, and tectonic structure can be related to each other. A significant 
correlation can be seen between the lateral geoid gradient and the distribution of vast flood plains in the Middle 
Indus Basin. The density of the buried masses is attributed to the location of suitable aquifers in the areas of 
maximum geoidal slope.  
Key words  geoid; gravity; geoidal slope; EGM 2008; GRACE satellites; Indus Plain 
 
 
INTRODUCTION 

The geoid is the vertical reference surface that corresponds to undisturbed mean sea level and is an 
important parameter that has many applications in different geoscience fields. One major 
application of the geoid pertains to the conversion of ellipsoidal heights to orthometric heights in 
this era of GPS technology. Geoid signals can be used to find important information about the 
density structure of the Earth. Geoid undulations have been used to understand the viscosity 
structure of the mantle by different researchers (Hager, 1984; Cadek & Fleitout, 1999; Kido & 
Yuen, 2000). Chase (1979) and Stunff & Ricard (1995) have pointed out that longer wavelength 
geoids have their source in the lower mantle and shorter wavelength anomalies are related to the 
heterogeneities in the crustal part of Earth. Using spherical harmonic decomposition, one could 
use geoid data to study a particular area with short wavelength variations (Hwang et al., 1998). 
 The launches of gravity mission satellites such as CHAMP and GRACE have contributed 
significantly towards understanding the static and temporal gravity field of the Earth and geoid 
signals (Tapley et al., 2005). These measure gravity changes due to mass redistribution related to 
hydrology, sea level, glaciology, hydrocarbon, solid earth and atmosphere. This work mainly deals 
with the use of global geoid models, especially EGM2008 and GRACE satellite-derived height 
anomalies, for the assessment of regional crustal structures in Pakistan and adjoining areas, and the 
Indus Plain’s underlying aquifer regimes. The data from a recent gravimetric geoid model have 
also been used to observe the variation of low negative anomalies over the Indus Plain.  
 
Tectonic settings of the subcontinent 

The Himalayan mountains in the north, mid-oceanic ridges in the south and earthquake belts 
surrounding the Indian plate all show that the subcontinent has undergone extensive tectonic 
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deformation in the geological past. Pakistan, which is part of the subcontinent, includes the active 
fault zone, and is an important area from the point of view of seismic activity and geodynamical 
processes (Fig. 1). The Pakistani Himalayas can broadly be subdivided into five tectono-
stratigraphic terrains, delineated by regional fault boundaries. From north to south these are the 
Karakorum block (Main Karakorum Thrust (MKT)), Kohistan Island arc (Main Mantle Thrust 
(MMT)), northwestern deformed fold and thrust belt (Main Boundary Thrust (MBT)), southern 
deformed fold and thrust belt (Salt Range Thrust (SRT) and Trans lndus Ranges Thrust (TIRT)) 
and the Indo-Gangetic foredeep in the southern most part. Studies by Coward et al. (1986) and 
Searle et al. (1987) provide further details.  
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Fig 1 EGM2008 geoid and the tectonic setting of subcontinent. 
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Fig. 2 Total gravimetric geoid of Pakistan. 

Longitude (Degree) 

La
tit

ud
e(

D
eg

re
e)

 



Z. Ahmad &  M. Sadiq 
 

18 

60 62 64 66 68 70 72 74 76 78
23

25

27

29

31

33

35

37

0
5
10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85

 
 

Fig. 3 Terrain slope of geoid from obs. gravity data. 
 
 
 The MMT dips northwards, at between 25′ and 45′ (Malinconico, 1986) and is the southern-
most thrust involving lower crust crystalline rocks of the Indo-Pakistani shield (Lefort, 1975; 
Bard, 1983a).  
 
Data processing for gravity and geoid signals 

Processed data establishes the development of a relationship between gravity and geoid signals 
with structural style and negative gravity anomalies, over aquifers of the Indus Plain in Pakistan. 
Data was sourced from a recently developed gravimetric geoid of Pakistan and model-based 
geoids, i.e. from EGM2008 and GRACE satellite based global models.  
 The residual geoid determined using gravimetric observations are shown in Figs 2 and 3.  
 The corresponding model based gravity and height anomaly/geoid values were determined from 
the spherical harmonic expansions. For mathematical aspects, the reader is referred to studies by 
Wahr et al. (1998), Chambers (2006), and Pavlis et al. (2008). The free air anomaly maps of the two 
models (i.e. from EGM2008 and monthly solution of Twin GRACE data for September 2005) are 
shown in Figs 4 and 5. The pattern of the anomaly structure is almost the same, however EGM2008  
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Fig. 4 Free air anomaly from EGM2008.   
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Fig. 5 Free air anomaly of Twin GRACE (Sept. 2005). 

 
 
has a much better resolution of the gravity field. Sjöberg (1995), Rapp (1997) and Sadiq et al. (2009) 
have explained these studies in detail based on modelled and observed gravity data. 
 
 
Terrain slope of geoid signal 

Terrain slope provides the slope at any grid node on the surface. For a particular point on the 
surface, the terrain slope is based on the direction of the steepest descent or ascent at that point (i.e. 
straight downhill or straight uphill at that point). This means that across the surface, the gradient 
direction can change.  
 
Tectonics identification with the geoid signal 

By visual comparison of the structural and topographic maps (Figs 1, 4 and 5), it is clearly visible 
that there is a general correlation between free air anomaly, topography and earthquake activities. 
Likewise, a strong correlation between topography, gravity anomaly, geoid and its slope data and 
depth/occurrences of earthquakes can be seen from Figs 1 and 4–7. The structure of free air 
anomaly clearly indicates the stress accumulations in the northeast (NE) direction. The fault 
boundaries and topographic features are identifiable from the free air anomaly data. The structural 
features are more distinguishable with geoid and its slope taken along east–west and north–south. 
The major fault structures are visible from geoid and corresponding geoidal slope. This can be 
seen through a comparison of fault structure (Fig. 1) and geoid and geoid slopes as shown in Figs 
6 and 7.  
 The geoidal terrain slope and free air anomaly have the highest correlation among different 
parameters for the location of major tectonic structures.  
 The large positive and negative free air anomalies in (Figs 4 and 5) are lying along the major 
fault boundaries and may be interpreted to be the result of a higher-density mantle lithosphere. 
Similar to gravity, the geoid reflects mass variations in the Earth’s interior of various wavelengths, 
but, in contrast to gravity, the geoid primarily reflects the long and medium wavelengths. Figure 2 
also shows the new precise geoid model of Pakistan and corresponding map of geoidal slope 
(Fig. 3). From the first view and in comparing with the simple structural map of the subcontinent 
(Fig. 1), we can see that there is a clear correlation between the position of the main faults and the 
geoid undulations. This is particularly clear in the MCT/MMT/MBT and Chaman strike-slip fault 
and Makran belt in the south.  
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Fig. 6 Geoid signal from EGM2008 model. 
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Fig. 7 Terrain slope of the geoid signal from twin GRACE satellite data (monthly solution). 

 
 
Aquifers of the Indus Plain and gravimetric geoid variations 

The Indus River plain is a vast expanse of fertile land, covering about 200 000 square miles 
(518 000 km2), with a gentle slope from the Himalayan piedmont in the north to the Arabian Sea in 
the south. It is divisible into two sections, the upper and lower Indus plains, on account of their 
differing physiographic features. The middle Indus plains stretch between these two and are also 
famous due to the existence of water reservoirs over the Indus River and the heterogeneous nature 
of the subsurface lithological features comprising of sand formations of different sizes, gravels, 
and lenses of impervious clays. The exact thicknesses of the underlying aquifers are unknown, but 
these are estimated to be more than 600 m. Water wells penetrated in the alluvial aquifers yield 
greater than 1.0 feet3/sec (0.0283 m3/sec). The total gravimetric geoid of Pakistan (Fig. 2) over the 
Indus Plains underlying aquifer regimes indicates low negative gravity anomalies ranging from  
–50 to –46 mgal, while geoid terrain slope of observed gravity data (Fig. 3) refers to low gradient 
and flatland topography. This can be seen between the north latitudes of 26° to 29° and east 
longitudes of 70° to 72°.  



Use of twin GRACE satellite gravity data and geoid signals  
 

21

DISCUSSION OF RESULTS 

A new combined gravimetric geoid model for Pakistan (PGM09) has been used for the study of 
geotectonics. The RMS fit of the combined geoid model versus GPS/levelling data is estimated to 
21 cm. The RMS from gravimetric geoid is fairly good; however, sources of error might include 
measured gravity data, the GPS-levelling errors and modelling errors. An integrated approach, 
including geophysical and geodetic data, such as topography, free air anomaly, geoid, and 
seismological data, was used to study possible correlations between the location of earthquake 
occurrence and other parameters. It can be seen from the plots of geoidal slope that there is a 
significant correlation between the lateral geoid variation/slope and major tectonic activities.  
 
 
CONCLUSION 

The monthly geoidal solutions and its terrain slope of the GRACE data give a clear picture of the 
major tectonic setting of the subcontinent. The results of geoidal slope plots mark clearly the major 
tectonic boundaries, e.g. MBT/MMT/MKT, Chaman strike slip fault and Mikran fault. The 
continuation of the Pamir with Herat fault can be depicted from the geoidal slope data.   
 The modelling of temporal geoid signal from GRACE and new GOCE data sets can help in 
better geodynamic studies of major tectonic structures and correlation of gravity anomalies with 
the Indus Basin aquifers. 
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Abstract We present a methodology combining information from complementary remote sensing datasets 
and hydrological modelling for the monitoring of surface and groundwater variations in two large drainage 
basins, the Negro and the Mekong rivers. Spatiotemporal variations of surface waters can be determined 
combining observations from satellite imagery (i.e. JERS-1, SPOT VGT, multisatellite products) and radar 
altimetry (i.e. Topex/Poseidon, ERS-1&2 RA, ENVISAT RA-2). The orbital characteristics and the type of 
sensors present advantages and drawbacks depending on the nature of the study region, and account for the 
spatial and temporal resolutions, and the accuracy of the surface water storage estimates. Water stored in 
aquifers is isolated from the total water storage measured by GRACE by removing the contributions of both 
the surface reservoir derived from satellite imagery and radar altimetry, and the root zone reservoir 
simulated by hydrological models. 
Key words  remote sensing; hydrological modelling; surface waters; groundwater 
 
 
INTRODUCTION 

Among the various reservoirs in which fresh water on land is stored (e.g. ice caps, glaciers, 
snowpack, soil moisture surface and groundwater), surface waters (rivers, lakes, reservoirs, 
wetlands and inundated areas) play a crucial role in the global biogeochemical and hydrological 
cycles (de Marsily et al., 2005). Although wetlands and flood plains cover only 6% of the Earth’s 
surface, they have a substantial impact on flood flow alteration, sediment stabilization, water 
quality, groundwater recharge and discharge (Maltby, 1991; Bullock & Acreman, 2003). 
Moreover, flood plain inundation is an important regulator of river hydrology owing to storage 
effects along channel reaches. Reliable and timely information about the extent, spatial 
distribution, and temporal variation of wetlands and floods, as well as the amount of water stored, 
is crucial to better understand their relationship with river discharges, and also their influence on 
regional hydrology and climate. 
 Remote sensing techniques have been very useful for studying the climate and hydrology of 
large river basins. Good capabilities for monitoring inundation extent using passive microwave 
measurements (Hamilton et al., 2002), multispectral images (Osezmi & Bauer, 2002), SAR images 
(Hess et al., 2003; Martinez & le Toan, 2007) or combining multisatellite information (Prigent et 
al., 2007; Papa et al., 2010), water levels and discharges using radar altimetry (Birkett, 1998; 
Frappart et al., 2006a; Santos da Silva et al., 2010), have already been demonstrated. The Gravity 
Recovery And Climate Experiment (GRACE) mission, launched in 2002, detects tiny changes in 
the Earth’s gravity field, which can be related to the spatio-temporal variations of the terrestrial 
water storage (TWS) at 10-day or monthly time-scales (Tapley et al., 2004). Variations in the 
groundwater storage can be separated from the TWS measured by GRACE using external 
information on the other hydrological reservoirs such as in situ observations (Yeh et al., 2006), 
model outputs (Rodell et al., 2009), or both (Leblanc et al., 2009). No similar studies have been 
yet undertaken for large river basins characterized by extensive wetlands or flood plains. 
 In this paper, we propose a methodology to estimate water storage changes in large river 
basins by combining imagery-derived inundation extents, altimetry-derived water levels and 
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gravimetry from space products, and also soil water outputs from hydrological models. We present 
the analysis of surface water and groundwater storage variations in the Negro River and Mekong 
basins.  
 
 
METHODOLOGY 

Monthly water level maps 

Monthly maps of water level over the flood plains of a large river basin can be determined by 
combining the observations from a satellite inundation data set, radar altimetry derived water 
levels, and in situ hydrographic stations for the water levels over rivers and flood plains (see Fig. 1 
for the location of altimetry-based and in situ stations in the Negro and Mekong basins). The water 
levels are linearly interpolated over the flooded zones determined using satellite imagery. The 
elevation of each pixel of the water level maps is given with reference to its minimum computed 
over the observation period. This minimum elevation represents either the bathymetry or very low 
water stage of the flood plain. More details about the methodology used here can be found in 
Frappart et al. (2005, 2006b, 2008). 
 
Groundwater storage estimates 

The time variations of the TWS expressed as anomalies are the sum of the contributions of the 
different reservoirs present in a drainage basin:  

TWS SW RZ GWΔ = Δ + Δ + Δ  (1) 
where SW represents the total surface water storage including lakes, reservoirs, in-channel and 
flood plains water; RZ is the water contained in the root zone of the soil (representing a depth of 1 
or 2 m), and GW is the total groundwater storage in the aquifers. These terms are generally 
expressed in volume (km3) or mm of equivalent water height. 
 The GW anomaly is obtained in equation (1) by calculating the difference between the TWS 
anomaly from GRACE and the SW level anomaly maps previously derived from remote sensing 
and the RZ anomaly derived from hydrological models outputs. The TWS and RZ monthly 
anomalies are the average of the Level-2 GRACE products, and the outputs from LaD and 
WGHM, respectively. All the datasets were spatially resampled to 1 degree, and the monthly 
anomalies of each dataset were computed, removing its average over the 2003–2004 time period. 
 
Water volume variations 

For a given month t, the regional water volume of TWS, SW, RZ or GW storage δV(t) in a basin 
with surface area S, is simply computed from the water heights δhj, with j = 1, 2, . . . (expressed in 
mm of equivalent water height) inside S, and the elementary surface Re

2 sinθjδλδθ (and the 
percentage of inundation Pj for SW from the multisatellite inundation dataset):  

2( ) ( , , ) sinV t R P h t je j j j jj S
δ δ θ λ θ δλδθ= ∑

∈
  (2) 

where λj and θj are co-latitude and longitude, δλ and δθ are the grid steps in longitude and latitude 
(generally δλ = δθ), and Re the mean radius of the Earth (6378 km). The surface and total water 
volume variations are expressed in km3. 
 
 
RESULTS AND DISCUSSION 

Water levels time series 

The altimetry stations where water level time series can be constructed (see Frappart et al., 2005, 
2006a; Santos da Silva et al., 2010 for the methodology) are unevenly distributed across the Negro 
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and Mekong basins (Fig. 1). Due to their orbital characteristics, Topex/Poseidon (T/P) has a better 
temporal resolution but a larger intertrack spacing than ENVISAT RA-2 (10 against 35 days and 
315 against 80 km near the equator).  
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Map of altimetry tracks and altimetric stations in the Negro and Mekong basins, (a) for T/P in the 
Negro basin, (b) for ENVISAT RA-2 in the Negro basin, (c) for T/P and ENVISAT RA-2 in the 
Mekong basin. 

 
 
 In the Negro basin, 86 T/P and 140 Envisat RA-2 altimetric stations corresponding to the 
intersection between the satellite tracks and rivers or flood plains were defined (Fig. 1(a) and (b)). 
In the Mekong basin, 80 Envisat RA-2 altimetric stations were defined (Fig. 1(c)). Envisat RA-2 
orbit offers a better spatial sampling of the drainage basins than T/P at the expense of a lower 
temporal sampling. In the tropics, even for large drainage basins such as the Mekong (Fig. 1(c)), 
T/P is unable to provide a sufficient coverage of the river and its major tributaries. 
 Altimetric stations permit monitoring of the time variations of water levels both on rivers and 
flood plains to be monitored with accuracy greater than 50 cm for T/P and 30 cm for RA-2. The 
better accuracy of RA-2 derived water levels compared with T/P comes from two major reasons. 
First, T/P was dedicated to the measurement of ocean surface topography whereas RA-2 is devoted 
to the monitoring of all types of the Earth’s surfaces. As a consequence, T/P often lost radar 
echoes over land, especially for low water stages. Second, T/P echoes were only tracked onboard 
to estimate the altimeter range (i.e. the distance between the satellite and the surface) whereas 
ENVISAT Geophysical Data Records (GDR) contains four different estimates of the altimeter 
range, each of them corresponding to a specific retracking process. Frappart et al. (2006a) showed 
that the Ice-1 retracking scheme was the more suitable for land hydrology. 
 
Inundation extent and surface water volume 

Different types of satellite images can be used to delineate floods. In the different cases presented 
in this paper, SAR, multispectral images and a multisatellite product were employed to 
characterize the spatio-temporal variations of the flood (Fig. 2). The SAR images, such as the 
JERS-1 double mosaic used in the Negro basin (Frappart et al., 2005), presents the major 
advantages of (i) a high spatial resolution (~100 m for JERS-1 double mosaic), (ii) to be used 
whatever the weather conditions, and (iii) to be able to detect, in C or L band for instance, the 
presence of water under the forest canopy. Nevertheless, they do not offer a sufficient temporal 
repetitivity to be used to monitor flood extent at subseasonal time-scales. In the Negro basin, they 
allowed the flood type (permanent, non-permanent, non-flooded) of each pixel to be characterized 
and, combined with T/P altimetry-derived water levels, to map the water levels over the rivers and 
tributaries (Fig. 2(a)), and to estimate the maximum surface water volume stored at the sub-basin 
scale during the 1995–1996 hydrological cycle. This last result, compared with the measured 
volume of water that flowed during the same period, provides important information on the 
residence time of the surface in each sub-basin. The ALOS PALSAR L-band sensor, launched in 
2006 by JAXA, now provides images at 100 m of resolution, with a 46-day repeat cycle, at a 
regional scale, which are very helpful to monitor inundation during the annual hydrological cycle.  

(c)(b) (a) 
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 The multisatellite inundation dataset (Prigent et al., 2007; Papa et al., 2010), which provides 
the monthly average inundated areas fraction in a pixel of approximately 25 × 25 km2, was also 
used to characterize the flood in the Negro basin over the period 1993–2004 of common 
availability of T/P and ENVISAT RA-2 radar altimetry datasets, and of the multisatellite 
inundation product (Frappart et al., 2008, 2011). It allowed the interannual variations of inundated 
surfaces and surface water volume to be quantified. Inundation and surface water level maps 
(Fig. 2(b)) exhibit realistic patterns: seasonal and interannual variabilities are consistent with 
precipitation and river discharges, especially during ENSO years. 
 
 

 
Fig. 2 Map of surface water levels: (a) using JERS-1 and T/P in the Negro basin – low water 1995 (top) 
and high water 1996 (bottom), (b) using the multisattelite inundation and T/P in the Negro basin – 
October 1995 (top) and June 1996 (bottom), (c) using SPOT-VGT and ENVISAT RA-2 in the Mekong 
basin – July 2003 (top) and September 2003 (bottom). 

 
 
 Comparisons have been made with the results obtained by Frappart et al. (2005) for the 1995–
1996 hydrological cycle. Due to the coarse resolution of the multisatellite product, the flood in the 
upstream parts of the Negro River and its major tributaries was not detected (Fig. 2(a) and (b)). 
Considering the same study area, annual surface volume variation from the multisatellite product and 
T/P is 30% lower than the maximum storage variations estimated using JERS-1 and T/P. The 
difference in the maximum surface water storage variations between the two methods derives 
primarily from biases in the flooded area estimates of both multisatellite and SAR products (Frappart 
et al., 2008). 
 Medium resolution (1 km) NDVI 10-day synthetic images (S10) from SPOT-VGT were used 
to delineate flood extent in the Mekong basin. To reduce residual cloud contamination, the 
maximum extent of the flood during the month maps were computed from the union of the three 
10-day flood maps (see examples in Fig. 2(c)). An extensive analysis of the basin surface 
properties show that a pixel can be considered inundated if its NDVI value is lower than 0.2. 
Combined with ENVISAT RA-2 altimetry derived water levels, they allowed us to monitor at 
monthly time-scales the floods between July and December over the period 1996–2004 (Frappart 
et al., 2006b). The major drawbacks of multispectral images are the impossibility to detect water 
under dense vegetation cover and the sensitivity to clouds. 

(a) (b) (c) m
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Time variations of the GW anomaly 

Time variations (and deviation at each time step) of the water storage anomalies in the TWS, SW, 
RZ and GW reservoirs for 2003 and 2004 were estimated in the Negro basin (Fig. 3(a)). The 
deviations correspond to the extreme values of GRACE-derived TWS from Level-2 CSR, GFZ and 
JPL solutions and associated errors, of RZ from WGHM and model outputs, and of SW, taking into 
account errors in inundated surfaces and heights. The TWS signal is dominated during the high 
waters (May to July) by the SW variations (Frappart et al., 2011). The RZ varies in phase with both 
TWS and SW, and the amplitude of its variations represents a third of the amplitude of TWS 
variations, which is similar to what was obtained by Kim et al. (2009) for the whole Amazon 
basin. The resulting GW variations exhibit a more complex profile with two peaks. Its time 
variations follow the bimodal distribution of the precipitation resulting from the geographical 
location of the basin in both hemispheres (Fig. 1(b)). A large variability, reaching several months, 
is observed in the timing of the extremes across the basin: GW storage is maximum (minimum) in 
July–August (December–March) in the western part (Uaupes and west of the Negro), in June–July 
(February to April) in the centre of the basin and the downstream of the Branco, in August–
September in the upper part of the Branco, and in May–June (October–December) for the 
downstream part of the Negro basin. These results are consistent with in situ measurements from 
sites located in the downstream part of the Negro basin (Do Nascimento et al., 2008; Tomasella et 
al., 2008) and are closely related to the timing of GW recharge and the soil thickness. In Manaus, 
the time-lag between the maxima of rainfall and GW is 3 months, which is similar to what is 
observed with in situ measurements. 
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Fig. 3 (a) Time variations of the water storage contained in the different hydrological reservoirs: TWS, 
RZ, SW, GW. (b) Time variations of the surface water levels (grey) and the groundwater (black) in the 
swamps of Caapiranga. 

 
 
 The groundwater table permanently reached the surface in several parts of the Negro basin. 
Two of these regions, the Caapiranga and Morro da água preta swamps (Fig. 1(b)), are flooded and 
can be monitored using radar altimetry. In these cases, we expect GW to have similar time 
variations as water levels. A time series of SW and corresponding GW anomalies over 2003–2004 
are presented in Fig. 3(b) for Caapiranga. Except for February 2004, where the SW derived from 
radar altimetry present an abnormally low level (larger errors on altimetry-derived stages during 
the low water season, due to the presence of dry land or vegetation in the satellite field of view, 
have been also observed in different studies (see for instance Frappart et al., (2006a) or Santos da 
Silva et al., (2010)), both time series agree well (R = 0.76 for Caapiranga and 0.73 for Água do 
Morro Preta) and exhibit similar temporal patterns and amplitudes. 
 
 
CONCLUSION 

The combination of dense altimetry-based water levels with satellite imagery provides an 
interesting new methodology for remotely measuring surface water volumes over extensive flood 
plains in large river basins. This combination provides valuable information on the dynamics of 

(a) (b)
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the inundation of river flood plains in large river basins. These results are also of great interest for 
the preparation of the future wide swath altimetry mission SWOT (Surface Water and Ocean 
Topography) that will measure 2-D water levels at a spatial resolution of 1 km over a 120 km 
swath. The complementarity between remote sensing derived hydrological products (altimetry, 
imagery and gravimetry from space) allowed us to estimate the time variations of the total soil 
storage. Adding information from hydrological modelling, we were able to estimate realistic time 
variations of the anomaly of water contained in the aquifers of a large river basin characterized 
with extensive flood plains. 
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Abstract During June 2008, widespread fissures were observed in the northern flank of the Indian 
Peninsular shield of the Indo-Gangetic plains. These fissures were found to be up to 2 km-long and emerged 
after excessive rainfall. At some places, these cracks/fissures were found to be up to 10 m deep. The 
emergence of such cracks in widespread regions attracted the attention of people living in the surrounding 
regions and was believed to be a sign of an impending earthquake. A detailed analysis of multiple satellite 
sensors (GRACE, TRMM, AMSR-E) and ground data was carried out to study the long term behaviour of 
the water storage equivalent and soil moisture. The rainfall and soil moisture data were analysed for the 
period 2000–2008 and a decline in the rainfall and soil moisture were observed during summer (March–
May), showing poor recharge of groundwater in the region. The monthly water storage equivalent retrieved 
from GRACE satellite data also showed low water storage in the entire region representing a low 
groundwater table and low soil moisture, which is quite obvious due to the poor monsoon and steep 
population growth during 2000–2008. Such a declining trend in the soil moisture, especially in the 
peninsular shield covered by a thin soil layer, make it liable to the formation of cracks and fissures after 
excessive rainfall due to a sharp vertical gradient in the stress.  
Key words  cracks; GRACE; fissures; Peninsular shield; Indo-Gangetic plains; remote sensing; soil moisture; rainfall 
 
 
INTRODUCTION 

The Indo-Gangetic plain is one of the largest basins in the world, and home to 600 million people. 
The basin has a very dense drainage network with huge groundwater resources and thick alluvial 
deposits. The thickness of the alluvial deposits is shallow in the western part and deep in the 
eastern part of the basin (Singh et al., 1992). The basin adjacent to the peninsular shield in the 
southern part has a thin cover of alluvial deposits (Singh et al., 1992, 1995, 1997) which are above 
some hard rock formation. The shield is exposed to the surface in some regions. The area is 
considered as a hard rock area, where deep tubewells do not exist and groundwater is tapped 
through dug wells. During summer, an acute groundwater problem exists. With the increasing 
population in the last five decades, the number of dug wells increased from 3.86 million to 9.6 
million, shallow tubewells from 3000 to 8.36 million and deep tubewells from negligible to 0.53 
million. Electric pump sets have increased from negligible to 14.81 million and diesel pumps from 
66 000 to about 6.34 million. There has been a steady increase in the area irrigated by groundwater 
from 6.5 million hectares (M-ha) in 1951 to ~45 M-ha in 2001. The area is considered to be one of 
the most heavily irrigated regions of the world (Rodell et al., 2009; Tiwari et al., 2009). In some of 
the areas, the unscientific development of this resource without any regulation/incentives for 
management has led to a decline in groundwater levels that have affected the groundwater quality. 
The soil moisture levels show high spatial and temporal variability over India due to variability in 
geological terrain and tectonic settings (Singh et al., 2005). 
 With the continuously increasing groundwater demand in the industry and irrigation sectors, 
due to population growth, the water tables have decreased very quickly. Due to increasing 
groundwater withdrawals, the region is prone to ground subsidence at local and regional scales 
(Mishra et al., 1993). Such decline in groundwater levels is further affected by poor monsoon 
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rainfall and delays in the onset of the monsoon. This leads to a decline in the soil moisture level, 
affecting the vertical stress regime between the upper soils and underlying rock strata. Such a 
stress regime is likely to be responsible for the formation of the recent ground cracks and fissures. 
During 2008, widespread ground fissures and cracks were observed in the central parts of the 
Indo-Gangetic basin and also in the southern flanks, i.e. in the northern side of the peninsular 
shield. In the present paper, detailed analysis of monthly water storage, soil moisture and rainfall 
from multiple satellite sensors and ground data, show that sudden rainfall caused an immediate 
increase in the soil moisture in the upper part which affected the vertical stress, and as a result 
widespread ground fissures/cracks were formed. 
 
 
HYDROGEOLOGY OF THE REGION 

Groundwater resources in India generally show spatial and temporal variability due to diversified 
geological terrain with contrasting variation in lithological, geophysical and complex tectonic 
settings and climatic variations. The region is mainly an undulating plain with irregular granitic 
hillocks which are intruded in the alluvial soil of the Indo-Gangetic plains. The alluvial thickness 
shows variations; the alluvial plain is very thin in the southern flank of the basin, about 300 m in 
the central part and around 1200 m in the northern flanks of the Indo-Gangetic plains (Singh et al., 
1995). The elevation of the area in general ranges between 180 and 200 m above MSL, whereas 
the elevation of isolated granite hillocks rises up to 302 m. The area is drained by a river and its 
tributaries (Prakash & Mohan, 1996). The quartz reefs act as a natural barrier across local streams 
forming shallow lakes.  
 Groundwater exploration in the Indo-Gangetic plains has shown the existence of potential aqui-
fers down to 1000 m or more. Annual replenishable groundwater resources of this region are ~200 
billion cubic meters (BCM) which is more than 45% of the country’s total. It also has vast in-storage 
groundwater resources down to a depth of 450 m. Deeper confined aquifers get their recharge from 
distant recharge zones and have groundwater of varying ages. In some of the areas, the deeper 
aquifers are under auto-flow conditions. The quality of groundwater in these aquifers is also good. 
These aquifers can support large scale development through both shallow and deep tubewells. The 
depth to the water table varies from 5 to 15 m, and the monsoon rainfall and rivers and their 
tributaries are the sources of groundwater recharge in the area. These resources support most of the 
groundwater development for irrigation, drinking and industrial purposes. The upper surface of the 
soil is comprised of clay, sand, kankar and weathered zone, which supplies groundwater to shallow 
depth dug-wells. The depth to water levels in dug-wells varies from 1 to 10 m below the surface. 
 The population in Uttar Pradesh and Madhya Pradesh has increased drastically in recent years 
(1951–2008; Fig. 1). Poor monsoon rainfall and a shift in the onset of the monsoon have affected 
the rate of decline of the groundwater level in this region, especially in the summer season.  
 
 

 
Fig. 1 The population growth in Uttar Pradesh and Madhya Pradesh during 1951–2008. In Uttar 
Pradesh and adjacent Madhya Pradesh state, the population steadily increased during this period.  
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OBSERVED WIDESPREAD FISSURES AND CRACKS 

Ground fissures of varying sizes have been observed in several villages located in 12 adjacent 
districts in southern and eastern Uttar Pradesh and northern parts of Madhya Pradesh. These cracks 
were observed soon after the first rains of the monsoon on 9 June 2008. As the rains progressed, 
the news of the ground fissures spread to several other villages. Fissures were found of different 
shapes and sizes, in generally curvilinear and reticulate patterns at places with varying width and 
length up to 2 km. These fissures were found in several villages; Kalpi (lat. N 26°07.203′, long.  
E 79°45.800′) close to the River Yamuna, Nyamatpur (lat. N 26°13.145′, long. E 79°32.971′) 
about 5 km from the River Yamuna, Abdullahpur (lat. N 26°25.312′, long. E 79°27.729′) 1 km 
from Yamuna bank, Hanumanthpura (lat. N 26°30.409′, long. E 79°05.094′) 1.5 km from to the 
Chambal River, Sindaus (lat. N 26°28.253′, long. E 79°06.134′) close to a tributary of the 
Chambal River, and very long cracks were found in Kupra village running from lat. 25°52.018′, 
long. E 79°52.451′ to lat. N 26°07.203′, long. E 79°52.471′. Fissures were found up to 10 m deep 
at several places. The cracks were slowly widened because of subsequent collapse of the edges of 
the walls leading to an increase in their aperture. These cracks developed in the top soil, 
comprising of silty clay and clay. Most of the cracks/fissures were observed either in the vicinity 
of the river or near a water body like ponds. In the last several years, the groundwater withdrawal 
has increased and proper recharge has been affected due to poor monsoon rainfall. Figure 2 shows 
examples of fissures with multiple directions. The ground fissures were mostly observed in the 
villages having few deep tubewells.   
 
 

 
Fig. 2 Observed ground fissures/cracks after excessive rainfall. 

 
 
AMSR-E SOIL MOISTURE RETRIEVAL DATA 

AMSR-E is a passive microwave radiometer launched aboard NASA’s Aqua Satellite (Parkinson, 
2003). The local crossing time of AMSR-E is 0130 LST (Descending pass) and 1330 LST 
(Ascending pass). This instrument measures brightness temperatures at six frequencies ranging 
from 6.9 to 89.0 GHz in horizontal and vertical polarizations at each frequency for a total of 12 
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channels. The AMSR-E C- (6.9 GHz) and X-band (10.7 GHz) channels are strongly related to land 
surface soil moisture variability (Njoku et al., 2003). Daily Level-2B and Level-3 land products 
are available from the National Snow and Ice Data Center (NSIDC) from 19 June 2002. Soil 
moisture is not retrievable where significant fractions of snow cover, frozen ground, dense 
vegetation, precipitation, open water, or mountainous terrain occur within the sensor footprint. The 
products are generated on an Earth-fixed grid with ~25 km nominal grid spacing. The AMSR-E 
satellite overpass frequency over any geographic region in the mid-latitudes area is in every 2–3 
days (Njoku et al., 2003). Soil moisture represents average soil moisture from 1 to 2 cm of soil. In 
Fig. 3(a), daily soil moisture in Jhansi region is shown for May and June in descending mode for 
the years 2003–2008. The soil moisture was found to be low before rainfall on 2 June and also 
likely due to a decrease in water table. After the rainfall, the soil moisture was found to increase in 
June. Figure 3(b) shows soil moisture retrieved from AMSR-E for the period June 2002–
December 2008 for ascending and descending modes. The minimum soil moisture is observed in 
May showing low soil moisture level during summer months. This decrease in soil moisture is due 
to a decrease in water table and excessive demand of groundwater for drinking and irrigation 
purposes. After the monsoon rainfall, the soil moisture increases and the higher peak of soil 
moisture is observed in June 2008 (Fig. 3(a),(b)).   
 
 

Fig. 3 (a) Daily variations of soil moisture (% vol/vol) during May–June for 2003–2008 in Jhansi region 
retrieved from AMSR-E using descending pass data. (b) Variation of soil moisture (% vol/vol) at Jhansi 
(latitude 25.43, longitude 78.58). 
 

 

 
GRACE DATA 

GRACE (Gravity Recovery and Climate Experiment) is a joint US-German satellite mission 
dedicated to studying the Earth’s gravity field and its temporal variations. Since the launch of the 
twin satellites, the Earth’s gravitational potential is measured every month with a spatial resolution of 
about several hundred kilometres. GRACE satellites orbit the Earth at an initial altitude of about 500 
km above the Earth’s surface on a near-polar orbit. The distance between the two satellites is 
approximately 220 km and is measured precisely using a precise microwave inter-satellite ranging 
system (Velicogna et al., 2001). GRACE monthly gravity fields are being released in terms of 
Stokes’ coefficients up to a certain degree and order. The differences between monthly solutions 
reveal time variable components of the Earth’s gravity field, which are caused because mass 
redistribution in the Earth system (i.e. atmosphere, oceans and solid Earth). Well-known components 
of this mass transport (i.e. Earth tides, ocean tides, atmospheric variability and so on) are already 
removed during GRACE data processing. Thus, temporal changes revealed by GRACE monthly 
solutions are due to other natural phenomena whose mechanisms are not well understood yet. 
However, the main parts of the short-term variability are assumed to happen in the Earth’s fluid 
envelope since fluids (water and gases) are much more mobile than rock (Velicogna et al., 2001). 
 Several studies have been carried out showing the capability of GRACE data to trace 
hydrological cycles at global and regional scales (Velicogna et al., 2001; Wahr et al., 2006). Based 
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on GRACE data, a declining trend in groundwater has recently been observed over the different 
regions of India (Rodell et al., 2009; Tiwari et al., 2009). We have analysed GRACE data and 
estimated monthly variations of equivalent water thickness on a regional grid of one degree over 
India. We have also performed an isotropic smoothing filter with a radius of 400 km to reduce the 
noise level in high-degree coefficients. We estimated monthly deviation in an equivalent water 
column for the period February 2003–December 2008 for different locations in India, covering the 
Indo-Gangetic plains, central India and southern parts of India. In Fig. 4, we show the deviation in 
equivalent water column (m) observed in Kanpur (St #1 – latitude 24.46, longitude 80.35) and 
Jhansi (St #2 – latitude 25.43, longitude 78.58). A declining trend is observed in these two 
locations, which lie in the Indo-Gangetic plains and also the southern flank of the Indo-Gangetic 
basin; such trends are not observed in the southern parts of India (results are not shown).  
 
 

 
 

 
 

 
RAINFALL 

Rainfall data observed from raingauges operated by the Indian Meteorological Department are 
used in this study. Monthly average rainfall data over the Indo-Gangetic plains covering Kanpur 
and Jhansi are considered for the period 2000–December 2008. Low rainfall is observed during 
March–May 2008 compared to other years (Fig. 5). This shows that the groundwater recharge was 
poor in 2008. Such conditions will provide a high stress regime between the upper earth surface 
and near the surface, and may provide a pronounced stress contrast.  
 
 

DISCUSSION 

The probable mechanism for the development of the ground fissures may be attributed to 
excessive drying of the soil mass due to low soil moisture in the area during summer. Drought 

Fig. 4 Deviation in equivalent water column (m) observed at Kanpur (St #1, latitude 24.46 and 
longitude 80.35) and Jhansi (St #2, latitude 25.43 and longitude 78.58). 

Fig. 5 Monthly rainfall time series for the period 2000–2008.
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conditions for the last 4–5 years, and extensive withdrawal of groundwater in adjoining regions, 
has likely caused the excessive drying of soil, as a result of which the shrinkage of soil and tensile 
failure occurred. The tension failure near the surface may have given rise to more or less vertical 
cracking. The ingress of water during heavy precipitation increased the pore pressure in the clay, 
which in turn resulted in an overall reduction of strength of clay and in the formation of ground 
fissures and cracks. Besides these, the groundwater withdrawal in the absence of recharge was also 
observed as favourable conditions for local subsidence, which may have also led to the formation 
of ground fissures and cracks. The widespread ground fissures and cracks observed during June 
2008 is very likely due to the rain water that may have percolated through heterogeneous soil 
masses, and moved preferentially through the most permeable upper surface zones. Fine sands and 
silts, which are commonly present in the region, are most susceptible to vertical failure and the 
conditions may have also occurred due to the high hydraulic gradient, which is where there is a 
rapid loss of head over a short distance. All the ground fissures in the adjoining Jhansi area are 
located either near some stream or some water body, where the hydraulic gradient could be 
maximum. The orientation of many of the fissures may be related to the stress field, as indicated 
by the regional structures. It is very likely that the fissures are caused by the excessive recharge of 
the groundwater.  
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Abstract Time series of ecosystem-scale water storage change should signal climatic change because 
storage amount reflects the integrated environment. Direct measurement of area-averaged land storage 
change is now possible through either gravity observations or geological weighing lysimeters (GWL). 
Gravity satellite systems such as GRACE monitor water storage changes over extensive regions at coarse 
time scales, while GWL stations monitor over hectares and in real time. The GWL approach comprises 
accurate measurements of deep static pore water pressures (derived, for example, from seismic monitoring) 
which respond to surface water load changes. Similarly, direct gravity monitoring to detect the local storage 
change signal of climate change might be achieved using existing deep underground physics laboratories. By 
the combined use of new and existing monitoring, it is suggested that a global network of ecosystem storage 
change be set up in localities likely to be most impacted by climate change effects.  
Key words  storage change; gravity monitoring; mass change; climate change 
 
 
INTRODUCTION 

It is well known that climate change effects will impact some regions more than others, and there is a 
need for observational data systems for the purposes of early detection of environmental changes. 
One approach here is to seek some spatial mixture of recorded variables which most accurately 
detects early climatic change (Groisman et al., 2004; Ribes et al., 2010). Alternatively, it can be 
useful to focus on some net effect environmental measures where conditions allow. For example, this 
can include monitoring of wetlands (Ebrahimi et al., 2009), arid region streams (Dahm & Molles, 
1990), river flows generally (Villar et al., 2009) and lake level changes (Jones et al., 2001).  
 It is increasingly recognised that subsurface water storage can play an important role in both 
reflecting and influencing climatic trends. This applies to both groundwater (Bierkens & van den 
Hurk, 2007; Schaller & Fan, 2009) and soil moisture content (Hanesiak et al., 2009; Jung et al., 
2010; Krakauer et al., 2010; Lorenz et al., 2010; Seneviratne et al., 2010). Therefore, it would 
seem that total water storage monitoring could be useful as an indicator of climate change, as it is 
an integrated quantity reflecting both soil and groundwater storage changes. On the larger spatial 
scale, gravity satellite systems like GRACE can monitor land water storage change trends as a 
consequence of climatic change or direct human effects (Rodell et al., 2009). However, sometimes 
land surface/climate feedback effects may be particularly evident at smaller scales (Koster et al., 
2004; Notaro, 2008). While it may be possible to downscale GRACE data to incorporate 
groundwater flow effects via models (Niu et al., 2007), there still remains a lack of water budget 
ground truthing at the smaller scale for climatic change detection, particularly for arid and semi-
arid regions (Henderson-Sellers et al., 2008). The purpose of this brief note is to make a case for 
establishing a global monitoring network of total land water storage change at the ecosystem scale 
as a convenient integrated environmental measure well suited to detecting climatic change. 
 
 
LOCAL STORAGE CHANGE MONITORING 

Area-integrated water storage change can be monitored at the local scale by geological weighing 
lysimeters (GWL) or from direct gravity measurements. The GWL concept is particularly simple but 
requires suitable subsurface hydrogeology with confined isolated aquifers having pore pressures 
influenced only by static effects due to surface loading. That is, there must be no dynamic effects due 
to recharge/discharge or groundwater extraction. A confined aquifer serves as a GWL when pore 
water pressure changes are a consequence only of surface and near-surface water mass change and 
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atmospheric loading. The aquifer pore water pressure thus acts as a weighing fluid and total 
ecosystem storage change as length units of water is derived by utilisation of the aquifer loading 
coefficient. This enables storage change to be monitored in real time over a scale of hectares from a 
confined aquifer in the order of 50 m below the ground surface (Van der Kamp & Schmidt, 1997).  
 In practice, the assumption of GWL isolation from dynamic groundwater effects can never be 
directly confirmed, so it is necessary to have vertical replication over at least two aquifers with 
different loading coefficients to verify independent estimates of the same storage change at the 
land surface. A two-aquifer system can yield quite accurate measurements of surface and 
subsurface water storage change. For example, Fig. 1 shows a period of time at a field site where 
water storage change is almost entirely taken up as rain water accumulating in the soil without 
evident evaporative loss. 
 
 

 
Fig. 1 Correspondence between recorded cumulative rainfall (lower line at left) and storage change as 
estimated from a 2-aquifer GWL at a New Zealand field site. The two aquifers are 40 and 163 m below 
ground surface, respectively (Bardsley & Campbell, 2007). 

 
 
 When two aquifers have similar porosities and saturated Poisson ratios, the expression for 
surface storage change over a specified time interval is particularly simple: 

1 1 2 2S C L C LΔ = Δ − Δ  (1) 

where ΔS is storage change over some specified time interval, ΔL1 and ΔL2 are corresponding 
water level changes in two piezometers in the respective aquifers, and C1 and C2 are constant terms 
determined by the barometric coefficients of the respective aquifers (Bardsley & Campbell, 2007). 
 A GWL system for ΔS monitoring is simple to set up in an appropriate hydrogeological 
setting. However, it may also happen that there sometimes exist suitable monitoring stations 
developed in another context. In particular, seismic observation networks often include pore 
pressure monitoring and some seismic monitoring data could also serve as a GWL system for 
storage change. For example, Bardsley & Campbell (2000) note an evident storage change derived 
from cumulative rainfall, with respect to a seismic monitoring site in Parkfield, California, USA. 
 The other approach to direct storage change monitoring at the ecosystem scale is by way of 
direct gravity monitoring, where mass changes due to water storage changes are detected as slight 
changes in gravity. However, monitoring gravity from the land surface only reflects mass changes 
in close proximity to the gravity meter rather than integrating over the desired wider area. To 
obtain the desired areal integral for climatic change detection the meter must be located in a stable 
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environment some distance below the ground surface. This could be achieved by emplacing 
gravity metres down deep bore holes or in Deep Underground Laboratories (for fundamental 
particle studies), provided the land surface above was of interest by way of being sensitive to 
climate change via water storage change monitoring. 
 
 
CONCLUSION 

Establishing time series of area-integrated water storage changes represents a useful means of 
monitoring for climate change. In conjunction with storage changes over regional scales as 
monitored by gravity satellite systems, there is also a need for a global network of ecosystem-scale 
water storage monitoring at selected sites where climatic change effects are anticipated to be most 
evident. Depending on the local situations a network of this type is likely to be a hybrid system 
comprised of new geological weighing lysimeters, existing seismic networks for pore water 
pressures, and direct gravity monitoring where current underground physics experiments or deep 
boreholes permit. Coupled with satellite gravity monitoring, representative ecosystem storage 
change monitoring would provide a powerful Earth observation tool for detecting and monitoring 
climate change. 
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Abstract Hydrological knowledge of irrigated farms within the inundation plains of the Murray-Darling 
Basin (MDB) is very limited in both quality and reliability of the observation network. This paper focuses 
on Land Surface Diversions (LSD) that encompass all forms of surface water diversion, except the direct 
extraction of water from rivers, watercourses and lakes by farmers for the purposes of irrigation, stock and 
domestic supply. Its accurate measurement is very challenging, due to the practical difficulties associated 
with separating the different components of LSD and estimating them accurately for a large catchment. A 
hydrological water balance model coupled with a remote sensing (RS) technique was developed to estimate 
unaccounted LSD for selected catchments of the northern areas of the basin. For accurate accounting of 
diversions and reduction of errors due to the inclusion of non-cropped portions of the catchments, a detailed 
methodology was implemented, which includes the estimations of actual evapotranspiration (ETa) and other 
water balance components of the irrigated areas. Results showed that LSD varied between different 
catchments and increased with the size of irrigated cropped area. The developed methodology has a great 
potential to estimate unaccounted diversions in other basins across the globe.  
Key words  unaccounted water; Land Surface Diversions; RS; SAM-ET; MODIS; Australia 
 
 
INTRODUCTION 

Recent drought in Australia and concerns about climate change have highlighted the need to 
manage agricultural water resources more sustainably, especially in the MDB, which utilizes more 
than 60% of extracted water for food production. Rainfall over most of the MDB has greatly 
reduced in recent years, and as a result the inflow to the Murray River in 2008–2009 dropped to 
about 40% of its historical long-term average (MDBA, 2009).  
 The severity of low river flows and adverse consequences for downstream communities and 
ecosystems prompted the basin authorities to impose a “cap” on diversions in 1995, which limited 
the amount of water that can be taken for consumptive use to sustainable levels (MDBC, 2006). In 
1999, the Murray-Darling Basin Ministerial Council commissioned a comprehensive review of the 
operation of the Cap and focused on how it can be refined to better meet the needs of the basin. One 
of the key conclusions and recommendations of the review adopted by the council was that all forms 
of water use, such as diversions from flood plains and overland flows, should be included in the cap, 
as they are recognised and can be quantified (MDBC, 2000). LSD encompass all forms of surface 
water diversion except the direct extraction from rivers, watercourses and lakes by farmers for the 
purposes of irrigation, stock and domestic supply. In the northern New South Wales (NSW) and 
southern Queensland (Qld) catchments of the MDB, a significant proportion of total water diversions 
is captured through the interception of flood water and overland flow during sporadic storm events, 
which is collected in on-farm storages (OFS) or used for direct irrigation, thus preventing runoff 
from naturally entering a watercourse or infiltrating into the flood plain (MDBC, 2006). Proper 
assessment of LSD is challenging due to practical difficulties associated with accurate estimation of 
different components of LSD. Hydrological data, especially the actual water diversions to irrigated 
farms located within the flood plains of the northern NSW and southern Qld areas of the MDB, is 
very limited. The inadequacy of current methods of measuring and monitoring LSD poses severe 
limitations on existing and proposed policies for managing such diversions.  
 The study describes the development of a hydrological water balance model at the catchment 
scale in northern NSW and southern Qld valleys of the MDB, and the computation of the LSD 

Copyright © 2011 IAHS Press 
 



Mohsin Hafeez et al. 
 

42 

using a RS technique coupled with on-ground hydrologic parameters. The developed model will 
help the MDB Authority (MDBA) to maintain the integrity of the cap processes by providing an 
accurate, reliable system of data collection, estimation, storage, and reporting of LSD contribution 
to the water diversion for the ungauged catchments. 
 
Study area 

The natural catchment boundary of the study area, based on the MDB cap valley maps for the 
region, was delineated as shown in Fig. 1. The catchment boundary of the study area was selected 
along the natural topography of the region providing a closed catchment with one outlet at the 
southwestern corner. The selection of a closed catchment was possible due to the presence of the 
Great Dividing Range at the eastern border, which serves as a barrier between the catchments and 
the outside area. The total land area of the catchment is 37.7 million ha. The area incorporates 
several river valleys across northern NSW and southern Qld, including the Condamine-Balonne, 
Border Rivers, Moonie, Namoi, Gwydir, Castlereagh, Macquarie-Bogan and the upper reaches of 
the Barwon-Darling regions. More details about the catchment areas are given in Hafeez et al. 
(2010). 
 
 

 
Fig. 1 Boundary of the study area within the Murray Darling Basin. 

 
 
METHODOLOGY 

The volume of LSD can be estimated by accurate quantification of all hydrological variables of a 
water balance model at catchment scales. Typically, the hydrological water balance components 
include irrigation inflow, outflow, rainfall, runoff, ETa, soil moisture change and deep percolation. 
With the exception of ETa, all components of a hydrological water balance model can be measured 
using traditional hydrological monitoring techniques and methods. The accurate measurement of 
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ETa can significantly enhance the accuracy of a hydrological water balance model at any scale 
(from farm to catchment). ETa estimates using RS techniques provide a practical option for 
accurate and an efficient computation of actual crop water use. These computations, along with 
other hydrological variables, were used to calculate the volume of LSD in a hydrological water 
balance model at both farm and catchment scales. Figure 2 shows the LSD as a component of the 
overall water balance at the catchment scale. 
 
 

  
Fig. 2 Sketch of the catchment water balance components involving LSD. 

 
 
 LSD is the water harvested from rainfall (R), and encompasses all forms of surface water 
diversions other than licensed irrigation water diversions (IWD), which are the direct extraction of 
water from rivers and groundwater, watercourses, lakes and billabongs by farmers for the purposes 
of irrigation and stock and domestic supply. ETa from the cropped area represents the water which 
has been applied to the cropped area through irrigation water diversions (IWD) and through LSD. 
It also includes that portion of direct rainfall which has infiltrated into the soil (effective rainfall, 
Re). LSD can be estimated using equation (1). 

LSD = ETa – IWD – Re + ΔS (1) 
As in equation (1), ΔS is the net change in storages composed of groundwater storage, surface 
storages and soil moisture. Calculation of LSD at the catchment scale from a hydrologic water 
balance model requires basic input parameters, of which ETa as a major component was computed 
using a RS based on land surface energy balance. The rest of the inputs were estimated or obtained 
from on-ground sources.  
 The monthly totals of rainfall were calculated from the climatic time series data of more than 
700 weather stations within the boundary of these catchments. The surface of the rainfall for the 
boundary was determined for each of the study periods using the kriging method. Later, effective 
rainfall was calculated from monthly rainfall data using USDA-SCS method (USDA-SCS, 1972; 
Smith, 1992). 
 For estimation of daily ETa, 224 Terra/MODIS level 3 (L3) product images were acquired for 
the period July 2007–June 2008. The MODIS satellite images for overpass days were calibrated 
using the climatic data from SILO’s Patched Point datasets from the Bureau of Meteorology’s 
(BoM’s) network of weather stations in the region. The images were pre-processed using the 
Spatial Algorithm for Mapping ET (SAM-ET) algorithm, a two source energy balance algorithm 
based on thermodynamic flux and radiation equilibrium within the Earth skin surface (Hafeez et 
al., 2009; Hafeez & Chemin, 2010). After analysing the quality flags, daily images were selected 
for SAM-ET modelling and a daily ETa image of the catchment was produced by multiplying an 
instantaneous evaporative fraction (Λ) at each pixel of the images with average net radiation over a 
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24-hour period for the study area. The daily ETa derived from MODIS satellite imagery along with 
the reference ET at the reference weather site (Morse et al., 2000) were used to calculate monthly 
actual ET. Later, seasonal actual ET was calculated by integrating monthly ETa values over the 
required period.  
 The primary aim of this study was to estimate the amount actual water used to grow crops; 
therefore, it was essential to estimate the irrigated area using satellite imagery. Irrigated area 
estimation for the MDB study area was done through a dual process. An initial GIS database of 
irrigation infrastructure acquired from the MDBA was collated into a GIS format to estimate 
where open channel irrigation infrastructure had been sighted. Once identified as a high potential 
area for open channel irrigation, an expansion was performed using proximity analysis tools in 
GIS to provide a larger, plausible area of where open channel irrigation schemes might be. While 
restricted to open channel irrigation only, this is the most straight forward method to gather high 
probability information to map irrigated area. Another dimension of probability was added with 
the addition of a high-resolution spatially aggregated digital elevation model. Using grid 
mathematics, accurate slope information was derived and thresholding was applied to discard the 
area where slope prevents the setting up of typical irrigated cropped areas, particularly clumped 
field size. The advantage of this dual approach of probability expansion and neighbourhood 
dependency across two very different sources of data is that it provides probabilities of non-
irrigated areas with some human and physical restriction certainties. However, this does not 
indicate that there is a crop at that selected high probability point in time, or whether that crop is 
indeed irrigated. For the identification of crops, we used a combination of vegetation indices and 
Land Surface Temperature (LST) to extract the irrigated cropped from the trapezoidal index of 
vegetation temperature, where the angularity of the vegetation development stage across cold 
regimes permits discrimination of the non-irrigated crop from the irrigated one. 
 Licensed water diversions from rivers and groundwater in the two states of NSW and Qld 
were collected from NSW Department of Water and Energy and Qld Department of Natural 
Resources and Environment, respectively. The extraction data were available to the project as a 
yearly lump sum for each catchment at the end of year (July 2007–June 2008). 
 
 
RESULTS AND DISCUSSION 

The rainfall determined for the period July 2007–June 2008 shows a decreasing trend in the overall 
rainfall (mm) from east to west, i.e. from 296 mm to 1316 mm. The spatial variation in effective 
rainfall ranges from 264 mm to 912 mm within the study catchments for 2007–2008. Volumes of 
effective rainfall for irrigated cropped areas of each catchment were also calculated. The map of 
irrigated crops grown within the study area was created from the satellite images for 2007–2008. 
Overall, the irrigated area for 2007–2008 was 352 509 ha. 
 A spatial seasonal ETa map estimated from the SAM-ET algorithm is valuable for closing the 
water balance for the entire water year of 2007–2008 (July 2007–June 2008). MODIS derived 
seasonal ETa ranged from 87 mm to 1650 mm, with a mean value of 826 mm and a standard 
deviation value of 257 mm. The monthly trend of ETa shows that the lowest monthly mean ETa 
value (39 mm) occurred in June 2008 and the highest mean ETa value was 117 mm for the month 
of December 2007. Seasonal ETa for the irrigated cropped areas was also calculated, which shows 
a different range in ETa to that of the overall area in Fig. 3(a). The seasonal ETa for the irrigated 
cropped area ranged from 800 mm to 1548 mm. The comparison of mean monthly reference 
evapotranspiration, calculated from the average ETo of all 700 BoM weather stations, and mean 
ETa, estimated from MODIS images, shows that both follow a similar trend as illustrated in 
Fig. 3(b) ETo represents a theoretical maximum ET rate from a short green healthy grass, 
completely shading the ground, of uniform height and with adequate water status in the soil 
profile. This is an ideal situation and does not occur on-ground all the time. Therefore, the 
magnitude of ETa has become less than reference ET, so that the ETa/ETo ratio varied from 0.3 to 
0.8 during this period.  
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(b) (a) 

Fig. 3 (a) Spatial variation of actual ET for the irrigated cropped area; and (b) comparison of mean 
monthly actual and reference ET in the study area. 

 
 
Table 1 Calculation of LSD at the catchment scale using cropped irrigated areas 2007–2008. 

Cropped 
area 

Seasonal 
Actual ET 

Effective 
Rainfall 

River 
Extractions 

GW 
Extractions 

LSD Catchments  

(ha) (GL) 
Condamine–Culgoa 

Rivers (Qld) 
109 039 1103 571 776 251  

Condamine–Culgoa 
Rivers (NSW) 

250 3 1   2 

Border Rivers (Qld) 34 930 392 158 201 13 19 
Border Rivers (NSW) 38 744 405 174 131 5 95 

Moonie River 5730 71 29 41  1 
Gwydir River 76 265 730 355 89 77 209 
Namoi River 47 972 535 220 142 162 11 

Castlereagh River 210 2 1   1 
Macquarie-Bogan Rivers 39 368 397 165 75 74 83 

TOTAL 352 509 3638 1674 1455 583 421 
 
 
 The extracted volumes from rivers and groundwater within the regulated catchments of the 
NSW and Qld catchments were 1455 and 583 GL for 2007–2008. To reduce the errors associated 
with the calculation of LSD at the catchment scale, LSD were computed only for the irrigated 
cropped areas of each catchment. Therefore, as the size of the area was limited to the irrigated 
cropped areas, changes in the volume of the major storages were eliminated. This methodology 
ignores the change in on-farm storages over a long time and assumes that they are insignificant 
compared with the rest of the parameters in the water balance equation. Table 1 shows the 
calculation of LSD from the water balance components of the irrigated cropped area within the 
study catchments for 2007–2008. 
 Water balance results gave a total estimated value for LSD of 421 GL for all catchments, 
excluding the Condamine-Culgoa River (Qld), during the period of 2007–2008. The estimated 
LSD at the catchment scale are reasonable and indicate the robust and reliable performance of the 
combined RS technique and hydrological modelling.  
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 The reported river extractions for Condamine-Culgoa (776 GL) seems to be unrealistic and 
does not represent the historical irrigation diversions from the river in this catchment. Total 
diversions during three months of summer (December 2007, January–February 2008) have been 
reported to be 660 GL. If all this water was applied onto the cropped area, it would represent an 
average application rate of 6 ML/ha, which in addition to an effective rainfall of 267 mm or 2.6 
ML/ha during the same period, the average application rate would be more than 8 ML/ha for the 
entire cropped area, which is not realistic. Two possibilities can be explored. One is error in 
measurement or reporting of the diversions. The other is the storage of the extra water in on-farm 
storages by the irrigators. Both possibilities could not be verified in this study and require further 
research.  
 
 
CONCLUSIONS 

The estimated LSDs at the catchment scale are reasonable and indicate the robust and reliable 
performance of the combined RS technique and hydrological modeling. This is the first time such 
a combined methodology has been implemented to estimate unaccounted diversions at the basin 
scale, where there is a dearth of knowledge in unmetered diversions. The hydrological water 
balance models at the catchment scale provide reliable quantification of LSD. Improved LSD 
estimates can guide water management decisions at farm to catchment scales and could be 
instrumental for enhancing the integrity of the water allocation process, making them fairer and 
more equitable for all stakeholders.    
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Abstract The evaporative fraction (EF) is the ratio of evapotranspiration to available energy on the Earth’s 
surface. Recent studies have successfully estimated the EF using a contextual interpretation of satellite-
retrieved land surface temperature (LST) and normalized difference vegetation index (NDVI). However, 
satellite retrieval is often complicated and the retrieved LST is criticized for its uncertainties and limitations, 
which may result in a false EF. This study proposed a simple retrieval algorithm for the EF, based on 
radiative transfer theory and Planck’s law. The algorithm can determine the EF value for each pixel using 
top-of-atmosphere (TOA) radiance instead of satellite-retrieved LST. It was validated using the Moderate 
Resolution Imaging Spectro radiometer (MODIS) data over a heterogeneous area of the Poyang Lake basin 
of China. Our results showed that the TOA radiance-based EF values agreed quite well with the LST-based 
values by a high correlation coefficient ranging from 0.956 to 0.977. The biases between the TOA radiance-
based and the LST based EF values varied from –0.024 to 0.016, and the root mean square error (RMSE) 
from 0.030 to 0.058, all of which indicated that the proposed algorithm using the TOA radiance was 
accurate enough for determining the EF. Notably, the proposed algorithm has fewer assumptions and thus 
can avoid the uncertainties associated with the LST retrieval. It should be highly valuable for determining 
EF and for satellite data processing as well. 
Key words  evaporative fraction; land surface temperature; TOA radiance 
 
 
INTRODUCTION 

Evapotranspiration (ET), including water evaporation from soil and transpiration from vegetation, 
is an important variable in water and energy balances on the Earth’s surface. Accurate estimation 
of the temporal and spatial distribution of ET is of great significance for agricultural, hydrological 
and climatic studies (Moran et al., 1994; Allen et al., 2007). Conventional ground-based methods 
(Bowen ratio, eddy covariance, lysimeter systems) can provide accurate measurements of ET at 
the field scale (Farahani et al., 2007). However, these systems are not applicable over large 
heterogeneous areas. Satellite remote sensing has been recognized as the most useful tool to 
provide spatially distributed regional ET. Over the last few decades, a large number of remote 
sensing based methods that vary in complexity have been proposed to estimate ET (Kalma et al., 
2008; Verstraeten et al., 2008). These methods usually need ancillary surface and atmospheric 
data, like wind speed, air temperature and vapour pressure, as remote sensing cannot readily 
measure these variables. Therefore, it is still challenging to map the global ET distribution using 
satellite remote sensing with few or no ground observations. A direct calculation of evaporative 
fraction (EF), expressed as a ratio of ET to the available energy on the Earth’s surface, has the 
advantage of avoiding the complexity related to the determination of sensible heat (Nishida et al., 
2003; Tang et al., 2010). One popular and widely used approach for estimation of the EF is the 
land surface temperature/vegetation index (LST/NDVI) triangle method. This method, based on 
the spatial contextual information of the LST versus NDVI triangle relationship, has been applied 
successfully with remote sensing data to estimate EF in many studies (Jiang & Islam, 2001; 
Nishida et al., 2003; Venturini et al., 2004; Batra et al., 2006; Wang et al., 2006; Stisen et al., 
2008; Tang et al., 2010).  
 In practice, accurate estimation of the EF using the triangle method relies on unbiased LST 
retrieval. In order to estimate LST from thermal infrared remote sensing data, various techniques 
and algorithms have been proposed. However, these methods all involve atmospheric and radiative 
transfer corrections, which are often difficult and troublesome. Besides, the accuracy of LST is 
also questionable, because there are considerable uncertainties and limitations about the estimation 
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of LST (Kalma et al., 2008). They are caused by the atmospheric effects, variation in sun-target-
satellite geometry, and estimation uncertainties related to land surface emissivity (Jiang et al., 
2004; Liu et al., 2007). The uncertainties associated with satellite-derived LST are on the order of 
several K (Prata & Cechet, 1999; Peres & DaCamara, 2004), which may result in false calculation 
of the EF.  
 In this study, we developed a novel algorithm using top of the atmosphere (TOA) radiance 
instead of retrieved LST to estimate the EF, which could avoid the complex correction procedures 
related to LST retrieval and uncertainties associated with the LST products. In the theory section 
we give a mathematical derivation of the methodology demonstrating the feasibility of the TOA 
radiance, based on thermal radiance transfer equation and Plank’s radiance equation. Then, we 
further validated the methodology using Moderate Resolution Imaging Spectroradiometer 
(MODIS) LST products and the TOA radiance. 
 
 
METHODOLOGY 

Theoretical basis 

On the basis of the triangle relationship between LST and NDVI, EF is defined as follows: 

n

LEEF
R G γ

Δ
= = Φ

− Δ +
 (1) 

where LE is the latent heat flux (Wm−2), Rn is the net radiation (Wm−2), G is the soil heat flux 
(Wm−2), Δ is the slope of saturated vapour pressure at air temperature (Ta) and γ is the 
psychrometric constant (hPa K-1). Φ is the parameter that accounts for aerodynamic and canopy 
resistances, and it can be estimated from the following equation (Jiang & Islam, 2001): 

max
max

max min

sT T
T T

−
Φ =Φ

−
 (2) 

where Ts is the observed surface temperature for a given pixel whose NDVI value is NDVIi, and 
Tmax and Tmin are the corresponding highest and lowest surface temperatures which have the same 
NDVIi value. Φmax is the Priestly-Taylor coefficient of 1.26. Consequently, the Φ value for each 
pixel can be determined using the triangle method. Because the spatial variation in LST could 
reduce the need for absolute atmospheric corrections, there exists the opportunity to estimate Φ 
using the TOA radiance directly rather than using LST. 
 On the basis of the radiance transfer equation, the TOA radiance measured from sensors in 
channel i can be expressed as (Prata et al., 1995): 

( ) (1 )i i i i s i iL t B T t I Iε ε ↓= + − ↑+  (3) 

where Li is the TOA radiance received by the sensor in channel i, ti is the total transmittance of the 
atmosphere in channel i, εi is the surface emissivity, Ts is the land surface temperature, Bi(Ts) is the 
radiance emitted by a blackbody at temperature Ts, I↓ is the down-welling radiance, and I↑ is the 
upwelling atmospheric radiance in channel i. It is noted that the above magnitudes also depend on 
the satellite viewing angle, also known as satellite nadir angle. The expression for Bi(Ts) is defined 
by Planck’s function as (Dozier, 1981): 

2

1
/5( )

( 1si s C T

CB T
e λλ

=
)−
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where C1 and C2 are the spectral constants with C1 = 1.19104 × 108 w μm4 m-2 sr-1 and C2 = 
1.43877 × 104 μm K. Bi(Ts) is given in w m-2 sr-1 μm-1 if wavelength λ is given in μm. 
 The upwelling atmospheric radiance I↑ and the down-welling radiance I↓ are usually given by 
(Sobrino et al., 1991): 

(1 ) ( )i i aI t B T↑ = −   (5) 
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a(1 )(1 ) ( )i i iI t B Tε↓ = − −  (6) 

where Ta represents the effective mean temperature of the atmosphere. It should be noted that the 
derivation of I↑ and I↓ needs some reasonable simplifications and analysis (see Sobrino et al., 1991 
for further details). 
 On the basis of equations (5) and (6), equation (3) can be rewritten as: 

( ) (1 )[1 (1 ) ] ( )i i i i s i i i i aL t B T t t B Tε ε= + − + −  (7) 
 
Derivation 
In order to develop our method, we need to approximate the Planck function using the first-order 
Taylor expansion around a given temperature value ( T ) (Franca & Cracknell, 1994). Thus, the 
Taylor expansion of the Planck function can be written as: 

( ) ( ) ( ) ( )i i
i s i s s i
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 Based on equations (7) and (8), Φ can be obtained using the following equation: 
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In this equation, the surface emissivity εi is constant for a given NDVI value (Valor & Caselles, 
1996; Sobrino et al., 2001). Besides, the atmospheric transmittance ti and atmospheric temperature 
Ta show very little spatial variation over the image for a cloud-free and clear atmosphere. On the 
basis of the above reasons, equation (9) can be derived as: 
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−

−
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Therefore, EF can be calculated using the following equation: 
max

max minmax

o
i i
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L L
L L
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−

Δ Δ
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Δ + Δ +
 (11) 

 
 
CASE STUDY 

Study area and data processing 

The study area is located on the Poyang Lake basin of China, with the latitude ranging from 
27.6ºN to 28.6ºN and longitude from 114.6ºE to 116.8ºE. It is a heterogeneous land cover area 
characterized by agricultural fields, grassland, bare soil surface, forestland and inland water 
surfaces. Figure 1 shows the land cover features over the study area, acquired from MODIS data 
collected on 2 May 2007. 
 MODIS data products used in this study are land surface temperature (MOD11_L2), TOA 
radiance (MOD02_1KM), surface reflectance (MOD09_GA), geolocation (MOD03) and 
atmospheric temperature (MOD07_L2). These data were acquired from the Earth Observing 
System Data Gateway (EDG) and re-projected onto Universal Transverse Mercator (UTM) with a 
datum of World Geodetic System (WGS)-84. NDVI is determined from the following equation: 

( ) /(nir red nir redNDVI )α α α α= − +  (12) 

where αnir and αred are the surface reflectances in near infrared band and red band from the 
MOD09_GA product.  
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(a) 

(b)

Fig. 1 The false image of MODIS (RGB: band 621) for the study area, dated 2 May 2007. (a) Poyang 
Lake basin; (b) the study area. 

 
 
 In order to obtain an EF value for each pixel in a remotely sensed image, the most important 
procedure is the determination of the Φ value. The highest temperature pixel and lowest temperature 
pixel for each NDVI interval should be determined first. The next step is to interpolate within each 
NDVI class between the extreme temperatures using equation (2). Based on the interpolation scheme, 
the Φ value was calculated for each pixel. Thus, the EF value in the study area was calculated from 
MODIS LST and TOA radiance (band-31), respectively, using equations (1) and (11). 
 
 
RESULTS AND DISCUSSION 

Figure 2 shows scatter plots of LST-EF and TOA_radiance-EF for different NDVI values. Table 1 
compares LST-EF and TOA_radiance-EF in terms of mean, and standard deviation (SD) derived 
from LST and TOA radiance for different NDVI values.  
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Fig. 2 Comparison of the EF value calculated from LST and TOA radiance (band-31) for different 
NDVI values in the study area. 
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Table 1 Statistical comparison of the EF calculated from LST and TOA radiance (band-31). 
LST–EF TOA–EF NDVI 
Mean SD Mean SD 

RMSE Bias R 

0.001 0.383 0.108 0.387 0.104 0.030 0.004 0.960 
0.2 0.468 0.174 0.443 0.181 0.058 –0.024 0.956 
0.3 0.455 0.172 0.471 0.173 0.046 0.015 0.967 
0.5 0.274 0.164 0.290 0.169 0.040 0.016 0.977 
 
 
 EF values calculated from LST and TOA radiance have a maximum difference of ±0.025 in 
the mean, while SD values are similar for both. The root mean square errors (RMSE), bias and 
correlation coefficient (R) derived from LST-EF and TOA-EF are also displayed in Table 1. The 
RMSEs and biases vary from 0.030 to 0.058 and from –0.024 to 0.016, respectively, which 
indicates that the EF estimates are comparable. Furthermore, the high R values, ranging from 
0.956 to 0.977, indicate good agreement between the EF estimated from MODIS LST product and 
TOA radiance. In general, the results suggest that our theoretically derived equation is promising 
and practicable. 
 
 
CONCLUSIONS 

Accurate estimation of the EF relies on the satellite-derived LST. However, there are many 
uncertainties associated with the retrieved LST, which may result in false estimation of EF. This 
study proposed a practical approach for calculating the EF with TOA radiance. The proposed 
algorithm was derived theoretically on the basis of the radiance transfer equation and Planck’s law. 
The case study over a heterogeneous area of the Poyang Lake basin showed the effectiveness of 
the proposed approach. Consequently, we argue that the use of TOA radiance appears to be 
applicable and feasible for the determination of EF. 
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Abstract This study deals with the application of a Surface Energy Balance System (SEBS) algorithm based 
on Terra/ASTER data and field observations to derive energy balance fluxes (net radiation, soil heat, 
sensible heat and latent heat) over the Coleambally Irrigation area (CIA), located in the southwest of New 
South Wales (NSW), Australia. We have selected six ASTER scenes covering the time period of 2002, 2004, 
2005, 2006, 2008 and 2009 for estimating the land surface heat fluxes over the study area. To validate the 
proposed methodology, the ground-measured land surface heat fluxes (net radiation, soil heat, sensible heat 
flux and latent heat flux) measured from an eddy covariance flux tower were compared with the ASTER 
derived surface fluxes values for the study area, which are the basis for calculating evapotranspiration using 
meteorological observations. 
Key words  ASTER; Australia; irrigation areas; land surface heat fluxes; SEBS 
 
 
INTRODUCTION 

A recent drought in Australia and concerns about climate change has highlighted the need to 
manage water resources more sustainably, especially in the Murrumbidgee catchment, which 
utilizes bulk water for food production. One of the main components of the water balance is 
evapotranspiration (ET), and its quantification is very important for water budgeting, efficient 
irrigation scheduling, cropping practices and water regulation in any irrigation system, especially 
in arid and semi-arid catchments where water shortage is a critical problem. ET is derived by 
solving an energy balance into various fluxes (net radiation, sensible heat, soil heat and latent 
heat). Conventional techniques to estimate ET employ only point measurements to estimate the 
components of the energy balance, and can only be representative of local scales. Remote sensing 
can provide representative measurements of several relevant physical parameters at scales from a 
point to the whole system.  
 The potential of satellite image-based remote sensing for examining spatial patterns of 
regional ET has been investigated by a number of authors (Choudhury, 1989; Menenti, 1993; 
Granger, 2000; Kustas & Norman, 2000; Su, 2002). These efforts have resulted in the 
development of remote sensing ET algorithms that are quite different in their spatial and temporal 
scales, ranging from 30 m to 1000 m, and daily to monthly. Many methods for the estimation of 
actual ET have been developed by combining remote sensing data with ground-based 
meteorological data for large areas.  
 This paper deals with the application of a Surface Energy Balance System (SEBS) algorithm 
using ASTER data to derive land surface flux budgets over the Coleambally Irrigation Area (CIA). 
Six ASTER scenes, covering the time periods of 2002, 2004, 2005, 2006, 2008 and 2009 were 
used for estimating the land surface heat fluxes over the study area, and the results were validated 
with ground based flux data measured from eddy covariance (EC) flux towers.  
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STUDY AREA 

The CIA is located in the lower part of the Murrumbidgee River catchment, approximately 650 km 
southwest of Sydney in the Riverina District of New South Wales, Australia (Fig. 1). The CIA 
contains approximately 79 000 ha area of intensive irrigation supplying water to 478 farms owned by 
362 business units (CICL, 2008). Water is diverted to the area from the Murrumbidgee River at 
Gogeldrie Weir through a 41-km-long main canal, and is then distributed through 477 km of supply 
channels. The principal summer crops grown (November–April) include rice, soybeans, maize 
(corn), grapes, prunes, sunflowers and lucerne, while principal winter crops (May–October) include 
wheat, oats, barley, canola, sunflowers and lucerne. Pasture for grazing is grown in both the seasons.  
 
 

 
 Fig. 1 Location of the Coleambally irrigation area. 
 
 
 The long-term climate averages (1997–2007) from the Bureau of Meteorology (BoM) show 
that average rainfall is 396 mm per year and the average annual evaporation is 1723 mm. The 
recent drought, a significant reduction in water allocations and concerns about climate change, 
have highlighted the need to manage water demand and supply more sustainably (CICL, 2009). 
 
 
METHODS 

The Surface Energy Balance System (SEBS) was proposed to estimate atmospheric turbulent 
fluxes using satellite Earth observation data, combined with meteorological information (see Su 
(2002) for more details). In this paper, the SEBS retrieval algorithm was applied to the ASTER 
data to evaluate its applicability within an Australian environment. Firstly, the ASTER data from 
the three ASTER instrument subsystems (VNIR, SWIR and TIR) were re-projected into the WGS-
84 projection system. The radiative transfer model SMAC (Rahman & Dedieu, 1994) was used for 
atmospheric correction of the VNIR and SWIR data. NDVI was derived from bands 2 and 3N of 
ASTER data, while the land surface albedo (r0) was retrieved from Liang (2001). The land surface 
temperature (LST) was derived using a method developed by Jimenez-Munoz et al. (2006) from 
multispectral thermal infrared data. Jimenez-Munoz et al., (2006) also evaluated a technique to 
extract emissivity information from multispectral thermal infrared data by adding vegetation 
information. The surface net radiation flux (Rn) was determined by combining the retrieved albedo, 
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surface emissivity and LST from ASTER data, and the downward short and long wave thermal 
radiation from in-situ measurements at the Automatic Weather Stations (AWS). On the basis of 
the field observations, the soil heat flux (G0) is estimated from the net radiation flux (Rn) using 
equation (1) (Su, 2002): 

)]()1([0 csccn fRG Γ−Γ•−+Γ=    (1) 

where the constants Γc = 0.05 for full vegetation canopy and Γs = 0.315 for bare soil (Su, 2002). 
 The sensible heat flux (H) is estimated from LST (Tsfc), air temperature (Ta) and other 
parameters as described by Su (2002). In order to derive the sensible and latent heat flux, SEBS 
uses the similarity theory. In the Atmospheric Surface Layer (ASL), the similarity relationships for 
the profiles of the mean wind speed, u, and the mean potential temperature difference between the 
surface and the air, θ0–θa, are described in integral form as: 
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where z is the height above the surface, u  is the friction velocity, Cp is specific heat of air at 
constant pressure, ρ is the density of air, k = 0.4 is von Karman’s constant, d0 is the zero plane 
displacement height, z0m is the roughness height for momentum transfer, θ0 is the potential 
temperature at the surface, θa is the potential air temperature at height z, z0h is the scalar roughness 
height for heat transfer, ψm and ψh are the stability correction functions for momentum and 
sensible heat transfer, respectively, and L is the Obukhov length defined as: 

kgH
uC

L vp θρ 3
*=

   (4) 

where g is the acceleration due to gravity and θv is the virtual potential temperature near the 
surface. Other parameters can be found in Su (2002). By combining equations (2)–(4) and using an 
iterative method, we can estimate the sensible heat flux. To estimate the evaporative fraction, 
SEBS makes use of the energy balance at limiting cases at dry-limit and wet-limit conditions, such 
that the relative evaporation (ratio of the actual evaporation to the evaporation at wet-limit) can be 
derived as: 

wetdry

wet
r HH

HH
−
−

−=Λ 1
  (5) 

where the Hwet is sensible heat flux at the wet limit and Hdry sensible heat flux at the dry limit. The 
estimations of Hwet and Hdry were detailed in Su (2002). The evaporative fraction (ratio of latent 
heat flux to available energy) is estimated by: 
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where λEwet is the latent heat flux at the wet-limit (i.e. the evaporation is only limited by the 
available energy under the given surface and atmospheric conditions). The latent heat flux (λE) can 
then be calculated by  

λE = Λ(Rn -G0)    (7) 
 
 
RESULTS AND DISCUSSION 

ASTER satellite data was selected on clear days to study the spatial distribution of energy budget 
components into fluxes (net radiation, sensible heat, soil heat and latent heat), as shown in Fig. 2.  
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Fig. 2 Distribution maps of land surface heat fluxes (W/m2) over the CIA, Australia.  
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 The results show that the derived land surface fluxes in different years over the CIA are in 
good accordance with the land surface status. These parameters show a wide range due to the 
strong contrast of surface features, such as rice, soybeans, maize (corn), grapes, prunes, 
sunflowers, lucerne (November–April), wheat, oats, barley, canola, and sunflowers (May–
October) in different seasons. The derived remote sensing value of net radiation flux, soil heat flux 

and latent heat flux in summer are higher than in winter seasons. It is clear that there is much 
greater evapotranspiration in summer than in winter and other seasons in CIA.  
 Two EC flux towers were installed in the CIA at separate locations over different crops. This 
EC data was used for the validation of SEBS estimated fluxes from ASTER data (Fig. 3). The EC 
data was in consistent agreement with the SEBS output. Minimal difference was observed between 
the soil heat flux observation and model output. One of the major reasons for the difference 
between observed and SEBS based net radiation could be the difference in albedo calculated from 
the EC and the albedo calculation inside SEBS (i.e. no data for short-wave infrared bands). The 
sensible heat flux output of SEBS is slightly lower than the EC measurements. SEBS calculated Rn 
lie within 16% of the observed EC data. Similarly, the SEBS based G0 lie within 10%, H within 
20% and λE lie within 17% and 24% of the observations (Fig. 3). In general, the EC data validates 
the SEBS results for Rn, G0, H and λE. As seen in Fig. 3, the latent heat flux observation and model 
output are in strong agreement with each other, which will validate the ET estimation from farm to 
irrigation area scales. 
 
 

 
Fig. 3 Comparison of SEBS and EC derived fluxes on 12 November 2008 and 8 January 2009. 

 
 
 Similarly, the observations from the second EC flux tower, which was installed over a rice 
crop, also show good agreement with the SEBS results. Therefore, it can be observed that despite 
high net radiation values, the sensible heat flux is quite low and the latent heat flux is high. The 
derived net radiation fluxes are much closer to the field measurements, i.e. Rn flux from ASTER 
data at CIA Farm 158 on 12 November 2009 is 823.43 W m-2, and at the same time the 
observation value is 837.1 W m-2. The absolute percent difference is about 2%. That is to say the 
parameterization of SEBS for land surface heat flux is reasonable, and can be applied over 
irrigation systems like the CIA.   
 
 
CONCLUDING REMARKS 

In this paper, the CIA of Australia, SEBS and related parameters are introduced and some general 
results for estimating land surface energy budget were gained over long-term periods. The regional 
distributions of land surface heat fluxes (net radiation, soil heat flux, sensible heat flux and latent 
heat flux) over the CIA are also derived by using ASTER data and field observations. The results 
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are in good agreement with the EC flux tower field observations. In other words, the regional land 
surface heat fluxes over a heterogeneous landscape can be determined by using satellite remote 
sensing and the atmospheric boundary layer observations. 
 All the results in this paper were obtained from the meso-scale area over the CIA. In order to 
up-scale the land surface heat fluxes to all of the heterogeneous landscapes of Australia, more field 
observations and more satellite data should be used in the future. The proposed parameterization 
method should also be improved to determine the regional land surface heat flux over the whole of 
Australia. 
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Abstract The rainfall–runoff model is a common tool for estimating river discharge in the field of 
hydrology. The dependence on observed discharge data for calibration restricts its applications. In the last 
decade, the river cross-sectional water surface width obtained from remote sensing images, especially from 
the synthetic aperture radar (SAR) which can penetrate the clouds, has proved to be effective in tracing river 
discharge from space. In this study we present a method using river widths measured from SAR images for 
calibrating rainfall–runoff models based on at-a-station hydraulic geometry. One distinct advantage is that 
this calibration is independent of river discharge information. The results of the case study indicate that the 
satellite observation of river width is a competent surrogate of observed discharge for the calibration of the 
rainfall–runoff model and the proposed method has the potential for improving reliability of river discharge 
estimation in basins without any discharge gauging. 
Key words  river discharge; rainfall–runoff model; river cross-sectional water surface width; synthetic aperture radar; 
at-a-station hydraulic geometry 
 
 
INTRODUCTION 

River discharge provides essential information for water resource management and flood hazard 
prevention. Nethertheless, in situ networks and access to river discharge information have been 
reducing in past decades (Vörösmarty et al., 2001). The remote-sensing approach is promising for 
increasing the spatial coverage of river discharge estimations globally. Average river water surface 
width over certain reach lengths can be extracted from many kinds of remotely sensed imagery. In 
particular, river width derived from the synthetic aperture radar (SAR), which can penetrate the 
clouds, has been proven to be effective in tracing river discharge from space (Smith et al., 1995, 
1996). In the field of hydrology, the rainfall–runoff model is a common tool for extending river 
discharge, both in time and space (e.g. Bastola et al., 2008). The dependence on discharge data at 
basin outlets for calibration limits its application in ungauged basins. In this study a new 
calibration scheme for rainfall–runoff models is proposed. The calibration is based on river width 
time series derived from a series of SAR images for the basin outlet. One distinct advantage of this 
approach is that the calibration is independent of in situ gauged discharge data. Therefore, the 
proposed method is expected to facilitate the application of rainfall–runoff models in ungauged 
basins. The details about the methodology will be introduced. Then a case study at Pakse in the 
Mekong Basin will be demonstrated, which uses river widths derived from Japan Earth Resource 
Satellite-1 (JERS-1) SAR images as calibration data. 
 
 
METHODOLOGY 

Shifting the calibration objective of rainfall–runoff model to river width at the basin outlet    

Essentially, a rainfall–runoff model can be considered as a system as follows: 
( | )Q f I η=   (1) 

where I is the model input, such as rainfall, Q is river discharge at basin outlet as output, η is the 
vector of model parameters, f is the group of functions representing the system structure. Model 
calibration is the process making the model closely simulate the river discharge at the basin outlet 
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by selecting proper values for the parameters. The parameter values being identified are 
considered as an appropriate representation of the runoff generation process.  
 River discharge is strongly related to river flow width. This is the basis of the at-a-station 
hydraulic geometry theory (Leopold & Maddock, 1953) which relates flow width to discharge, at a 
certain cross-section by the power function:  

bW aQ=   (2) 

where Q is discharge, W is river width, a and b are two empirical parameters reflecting the 
hydraulic condition at the cross-section. The exponent b indicates the sensitivity of variation of 
river width to the change of discharge, which is mainly determined by the shape of the cross-
section (Dingman, 2007). In this study, this function is used to shift the observed basin behaviour, 
which regulates the simulation made by the rainfall–runoff model, from river discharge data to 
satellite observed river width time series for the basin outlet. More specifically, the simulated 
discharge is used as input discharge to calculate cross-sectional water surface width based on 
equation (2). Consequently, river discharge has become a state variable and the river width at the 
basin outlet has become the output of the integrated model: 

( | )W g I θ=  (3) 
where I is the same input as in equation (1), θ is the vector of model parameters which include all 
elements of η, a and b, g is the system structure which contains the rainfall–runoff functions and 
equation (2). The calibration of this integrated model is accomplished by adjusting each element of 
θ simultaneously to find a good fit between river width estimates and satellite measurements. The 
identified parameters are considered to reflect the runoff generation process and the “river width 
generation” process at the basin outlet appropriately.  
 
Calibration using generalized likelihood uncertainty estimation (GLUE) 
Using at-a-station hydraulic geometry to describe the relation between discharge and river flow 
width, errors in satellite observations are the additional sources of error for discharge estimation, 
besides the limitation of the rainfall–runoff model itself. To quantify the uncertainty in the 
modelling process, the Generalized Likelihood Uncertainty Estimation (GLUE) (see Beven & 
Binley, 1992 for details) is used for calibration and uncertainty analysis. The reciprocal of root 
mean square error (RMSE) is used as likelihood measured: 
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where Ly[θ|Y] is the value of likelihood measure for parameter set θ conditioned on observations 
Y, Yi is the number i satellite observation of river width, Zi is model simulated value at the time 
step that the number i observation was made from space, and n is the total number of satellite 
observations. The threshold for rejecting parameter sets as non-behavioural ones depends on 
resolution of satellite images, river size and degree of river width variation at the basin outlet. 
From this cumulative probability distribution of likelihood measure, lower 5% and upper 95% 
quantiles are obtained at every time step. These two quantiles for all simulation steps constitute the 
simulation limits, which characterize the uncertainty in the modelling process. We assume that a 
parameter set, which can make good river width simulation, can also make equally good river 
discharge estimation. For the same period as calibration, the values of rainfall–runoff parameters 
in each behavioural parameter set are applied to the rainfall–runoff model alone to make river 
discharge simulation. The uncertainty limits are drawn as mentioned above. 
 
APPLICATION TO THE MEKONG RIVER AT PAKSE 
Description of study area 
The Mekong River originates from the Tibetan Plateau and flows through Yunnan Province in 
China, Myanmar, Laos, Thailand, Cambodia and Vietnam. The climate varies from cold in the 
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upstream region to tropical climate in the downstream region. The annual average rainfall is 
around 1570 mm. River discharge estimation was carried out for the Pakse gauging station, which 
is located in the main stem of the Mekong River, in southwest Laos. The upstream area of Pakse 
(545 000 km2, according to Mekong River Commission, 2003) is treated as our target area for 
rainfall–runoff modelling. 
 
Extraction of river width from satellite imagery 

River widths at Pakse region were extracted from 16 scenes of JERS-1 SAR images (Level 2.1) 
captured during 1995–1998, with a processed spatial resolution of 12.5 m. Active microwave 
emitted by the SAR is specularly reflected by smooth open water bodies. Backscatter values from 
the river water surface are relatively consistent (Smith et al., 1995), which facilitates water area 
classification. To reduce measurement error and localized variability, average river width 
(mentioned as “effective width” by Smith et al., 1996) over a selected reach at Pakse was 
extracted. Spatial extent of the reach is shown in Fig. 1(a). The channel length is roughly 11 times 
the bankfull width at Pakse gauging station, which conforms to the suggestions of Bjerklie et al. 
(2003) that the reach length should be at least 10 channel widths long. For each image, average 
width is calculated as: 

w a i
e

a a a aW
l l

− −
= = s   (5) 

We is effective width, aw is water surface area within the reach, l is reach length, aa is the total area 
within edge of water surface that contacts with river bank, ai is the area of permanent islands, and 
as is the area of sandbars. The area components in equation (5) were delineated through visual 
interpretation, as demonstrated in Fig. 1(a). In Fig. 1(b), the average river widths derived from 
space are plotted against corresponding daily river discharge data at Pakse station. Based on the 
regression analysis, the best fitted curve in the form of power function is W=1221.3Q0.0341, and the 
correlation between the two variables is high (R2 = 0.92).  
 
 

          
(a) (b)

Fig. 1 (a) The selected reach at Pakse for measuring river width from JERS-1 SAR images and 
examples of the area elements being measured. (b) Plots of effective width derived from JERS-1 SAR 
images versus river discharge measured at Pakse station and the relation obtained from regression. 

 
 
Rainfall–runoff model and GLUE set-up 

The HYdrological MODel (HYMOD) (Boyle, 2001) was used in this demonstrative case study. It 
is a daily step rainfall excess model based on a nonlinear water storage capacity distribution 
function. The routing system includes a sequence of three quick-flow tanks which describe surface 
flow in parallel to a slow-flow tank corresponding to groundwater. The model structure is depicted 
in Fig. 2 and parameters are listed in Table 1. In this study, HYMOD was revised to account for 
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spatial variation in rainfall and evapotranspiration. The study area was divided into eight sub-
basins. HYMOD was applied to each sub-basin, keeping the values of the three runoff generation 
parameters (Cmax, Bexp, and α) the same among the sub-basins. The two routing parameters (Kq 
and Ks) were treated as spatially varied ones, using the distance between each sub-basin and Pakse 
as a scaling factor. At each time step, the amount of river discharge at Pakse is the sum of the 
water that comes from each sub-basin, and reaches Pakse at that specific time step. The daily 
rainfall data from 26 stations for the period of 1995–1998, and Ahn and Tateishi’s monthly 
potential evapotranspiration (Ahn & Tateishi, 1994) were used as inputs. Observed river discharge 
data at Pakse station was also available for validation. A total of seven parameters, five from 
HYMOD and the other two from the power relation between discharge and river width at Pakse 
(see Table 1) are calibrated under the GLUE scheme. For calibration, 50 000 parameter sets were 
generated using a Latin-Hypercube sampling algorithm. 
 
 

 
Fig. 2 Conceptual description of the HYdrological MODel (HYMOD). 

 
 
Table 1 Parameter descriptions and ranges of random sampling. 
Model Name Description Range 

Cmax Maximum storage capacity 1–500 
Bexp Degree of spatial variability of the soil moisture capacity 0–2 
α Factor distributing the flow between slow and quick reservoirs 0–1 
Ks Residence time of the slow release reservoir 0.001–0.5 

HYMOD 

Kq Residence time of the quick release reservoirs 0.5–1.2 
a Coefficient of  the power function 1000–2000 At-a-station 

Hydraulic geometry b Exponent of the power function 0.005–0.1 
 
 
RESULTS AND DISCUSSION 

River width simulation 

We chose a low value for the likelihood measure (0.0167, corresponding RMSE: 60 m) as 
rejection criterion. Out of 50 000 generated samples, 1090 sets were kept as behavioural ones. The 
resulting uncertainty intervals are demonstrated in Fig. 3. All of the 16 river width observations 
derived from space are embraced. The match between river width estimates and satellite 
observations suggests the model input-state-output behaviour is reliable, which is one precondition 
for making trustworthy river discharge estimation. 
 
River discharge estimation 

The rainfall–runoff model parameters values in each behavioural set were applied to HYMOD. 
Figure 4 depicts the uncertainty intervals of simulated discharge. The 90% uncertainty intervals 
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are close to observed daily discharge at Pakse, and timing of variation in river discharge is well 
reproduced. The percentage of observations within simulation intervals is 70.3%, which is 
comparable with other hydrological modelling studies using GLUE (Montanari, 2005; Jia & 
Culver, 2008). The inaccuracy of river discharge simulation results from the errors of the rainfall–
runoff model itself and the shifting of the calibration objective.  
 
 

1400

1500

1600

1700

1800

1900

1/1/1995 9/1/1995 5/1/1996 1/1/1997 9/1/1997 5/1/1998 1/1/1999

R
iv

er
 w

id
th

 (m
)

 
Fig. 3 River widths observed from space (triangles) and the uncertainty band of simulation. 
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Fig. 4 Observed discharge (dots) at Pakse and the uncertainty band of simulations.  

 
 

 

 
Fig. 5 Plots of likelihood value versus parameter values of HYMOD. 
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Posterior parameter distributions 

Posterior parameter distributions conditioned on calibration data may give us some insights into 
model reliability (Winsemius et al., 2006). The likelihood values for the 1090 behavioural 
parameter sets versus the values of the parameters of HYMOD and at-a-station hydraulic geometry 
relation are plotted in Figs 5 and 6, respectively. As an expected representation of equifinality, 
good values cover the whole original parameter ranges for the five parameters of HYMOD. In 
contrast, the two parameters of at-a-station hydraulic geometry relation are strongly constrained by 
calibration. This indicates that these two parameters are sensitive and they do not compensate for 
the rainfall–runoff model parameters’ effect. The posterior distributions of a and b are in single 
peak shape, which is consistent with the fact that a strong correlation between river width and 
discharge exists at Pakse. These facts raise the confidence that the hydraulic relation at Pakse 
region has been properly reflected by posterior distributions of a and b. 
 
 

 

(a) (b)

Fig. 6 Plots of likelihood value versus parameter values of the at-a-station hydraulic geometry relation. 
 
 
CONCLUSIONS 

In this study, a new calibration scheme for rainfall–runoff models was illustrated, aimed at 
improving river discharge estimation in ungauged basins. The full scope of this new calibration 
scheme was explored through a case study at Pakse in the Mekong Basin. The uncertainty intervals 
can cover all of the river width observations from space. The 90% uncertainty intervals for 
discharge are close to observed daily discharge at Pakse and satisfactorily reproduce the variation 
in the timing of discharge. The posterior distributions of two at-a-station hydraulic geometry 
parameters can reflect the hydraulic condition at Pakse reasonably. It can be concluded that this 
calibration scheme would have wide applicability for reproducing river discharge time series at 
daily scale in ungauged basins.       
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Abstract River monitoring in Brazil is largely concentrated on medium and large rivers, due to historical 
reasons related to hydropower generation purposes. In recent years, pressure has increased on small, mostly 
ungauged rivers for irrigation and urban supply. The National Water Agency (ANA) is responsible for 
giving out water use rights permits in federal rivers, i.e. rivers that cross interstate borders. In order to 
estimate water availability in small ungauged basins, and thus enable decision-making, we applied a 
simplified rainfall–runoff model, based on two parameters (one for infiltration capacity and one for 
groundwater reservoir depletion). In order to be applied, at least three discharge measurements during one 
single dry season must be done. Thus, adjustment of the model is focused on hydrograph recessions, which 
define water availability. We used satellite-estimated rainfall from TRMM as input to the model, with very 
good results. A graphical interface was also developed to download TRMM data and adjust the model in a 
user-friendly environment. The advantages of using TRMM estimates instead of raingauge data for this 
purpose are: the area-based character of TRMM data; the high coverage of TRMM, compared to sparsely 
distributed raingauges; and the immediate availability of TRMM data, compared with the relatively long 
time needed to collect and process raingauge data. We believe it to be a much more reliable methodology 
than the flow regionalization techniques used before. 
Key words  water; rivers; groundwater 
 
 
INTRODUCTION – WATER USE RIGHTS AND MONITORING IN BRAZIL 

Brazil is a country generally associated with water abundance, largely because of the Amazonian 
basin, which contains some 15% of all global freshwater (Goulding et al., 2003). However, other 
regions in Brazil face more pressure for water use. In fact, the metropolitan regions in the 
southeast and the dry portions of the northeast show a critical water balance. 
 In recent years, irrigated agriculture is expanding to the central-west of the country, covering the 
region known as “cerrado”, a savannah-like landscape. Most of the farmers are settlers from the 
south, where land has become too costly. That shift is a part of a public policy beginning in the 
1960s, during which the capital of the country was moved from Rio de Janeiro at the coast, to 
Brasília, in the high plateaus in the middle of the cerrado, bringing infrastructure and demand for 
agriculture to the region. This has resulted in an increasing pressure for water use over the small 
rivers near Brasília, home to more than 2 million people. Lying on the headwaters of three main 
Brazilian river basins, most rivers in the region have small drainage areas and therefore little water.  
 Freshwater management in Brazil is a shared task of both the federal and the 27 state 
governments. Rivers that cross more than one state, as well as transboundary rivers, are regulated 
by the National Water Agency, or by state water resources departments. Private ownership of 
water is not foreseen.  
 Thus, in order to divert water from rivers or lakes for any economic activity (urban water 
supply, industry, irrigation), one must get a water use right from the corresponding authorities. In 
Brazilian law these water use rights are known as “outorga”. The outorga is a discretionary 
decision taken by the State, and its concession depends on water use efficiency and water 
availability. In other terms, the concession of a new outorga should not jeopardize other users with 
water use rights in the same basin, i.e. multiple uses must be assured. Moreover, water use should 
be efficient, otherwise the water rights can be reverted. Irrigation corresponds currently to around 
69% of total water rights allocated in Brazil (National Water Agency, 2005). 
 In practical terms, water availability is defined, for management purposes, as a share of a 
high-duration flow. At the federal level, ANA generally sets as reference the flow with 95% 
permanence, which is called the reference flow. Thus, a 5% frequency of failure in the supply is 
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implicitly accepted. This is considered an acceptable level of risk, since most irrigated crops 
tolerate short water stress periods. In rivers that supply human consumption, a lower level of risk 
can be adopted. Generally up to 70% of the reference flow can be granted to consumptive uses or 
to dilute treated wastewater effluents. In some cases, seasonal reference flows are adopted 
(typically the flow with 95% permanence each month), thus allowing more water use during wet 
months and restricting its use during dry periods. 
 Therefore, reference flows or flow duration curves must be defined for each river section of 
the basin of interest. In general, this is done by identifying the nearest flow gauge, and transposing 
the reference flows from one point to another, through a proportion of drainage area.  
 The problem with this procedure is that flow gauges are very sparsely distributed over the 
Brazilian territory. Moreover, just less than 1% of them control drainage areas of less than 10 km2 
and less than 5% control drainage areas smaller than 100 km2. Thus, there is a general lack of 
monitoring in small basins. This lack is largely related to the background of hydrological 
monitoring in Brazil, which was under the responsibility of the hydropower sector until the end of 
the 20th century, when the water resources sector was reformed. Therefore, most gauges are 
located in medium and large basins, which were more promising from a power generation 
perspective. As a consequence, the hydrological behaviour of headwaters, which in general differs 
from that of larger rivers, is mostly unknown, making decision-making on whether to give out new 
water use rights difficult. 
 Silveira et al. (1998) proposed a procedure to overcome this absence of information, based on 
a simple rainfall–runoff model and a few flow measurements during a single dry period. But in 
some parts of the country even conventional rainfall data are scarce, and in general are not 
immediately available. Collischonn et al. (2008) used rainfall estimates from the Tropical Rainfall 
Measuring Mission as input to a rainfall–runoff model for a large basin in the Amazon.  
 
The Tropical Rainfall Measuring Mission (TRMM) 

The Tropical Rainfall Measuring Mission (TRMM) is a satellite built and operated jointly by the 
USA NASA and JAXA, the Japanese Aerospatial Agency; it was launched in November 1997 and 
has provided rain estimates since January 1998. Its purpose was to get a better understanding of 
the precipitation in the tropics and its influence on global climate (Kummerow et al., 2000).  
 Several different rainfall estimates are obtained by combining data from the different TRMM 
sensors. These estimates are termed products, according to the combination of instruments used in 
the estimation algorithm. Research product 3B42 (Huffman et al., 2007) uses precipitation 
estimates obtained from TMI, the microwave sensor, adjusted with information about the vertical 
structure of the cloud, obtained from PR, the onboard precipitation radar.  
 Estimates are integrated to accumulated monthly values, generating the product known as 
3B31. This product has a good spatial resolution of 0.25°, but an inadequate temporal resolution 
due to the low sampling frequency. Monthly totals are finally used to adjust infrared precipitation 
estimates from the Geostationary Operational Environmental System (GOES) series, which have a 
temporal resolution of 3 hours. By this means, a product – called 3B42 realtime, or RT – that 
combines both high temporal and spatial resolution is obtained. Finally, the 3B42 research product 
is obtained by scaling the 3-hourly RT values in order to match the monthly sums of a 1 × 1 degree 
rainfall grid derived from the Global Precipitation Climatology (GPCC) raingauge data (Huffman 
et al., 2007). Due to this adjustment, 3B42 research product is available within up to 30 days.  
 In this work, TRMM 3B42 data are used to run the rainfall–runoff model, instead of raingauge 
data, as a tool to quickly estimate water availability in small watersheds. 
 
 
DESCRIPTION OF THE MODEL AND STUDY AREA 

Silveira et al. (1998) proposed a model intended to represent the behaviour of a homogeneous 
small watershed during dry periods. Provided that some discharge measurements are available, a 
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rainfall–runoff model can be calibrated in order to generate a low-flow time series, which are of 
interest for the estimation of reference flows. 
 The rainfall–runoff model runs usually on a daily time step, and the adjustment of two 
parameters is required, as follows: 
 The net precipitation at time step i is given by: 

)()()( iEiPiPnet −=  (1) 

where P(i) is measured precipitation and E(i) is an estimate of evaporation (generally a monthly 
average, since daily time series of evaporation are mostly unavailable), both in millimetres. 
 The volume that infiltrates into the soil, expressed in millimetres, is then calculated: 

inf)()( CiPiV net ⋅=  (2) 

where Cinf is a parameter ranging from 0 to 1, corresponding to infiltration coefficient. And runoff 
is the difference between net precipitation and infiltrated volume: 

)()()( iViPiR net −=  (3) 

 Baseflow (expressed in millimetres) is given by: 
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where kb is a recession parameter in days. 
 Finally, the total flow, in m3/s, is given by: 
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where A is the drainage area, in square kilometres. 
 To adjust the model, an objective function was chosen, similar to a standard error of the 
model: 

( )∑ =
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where (j) are the number of flow measurements, from 1 to n, and Q(j) is the total flow calculated 
for the same time step than the dates of flow measures Qmeas(j). 
 Adjustment is done by a trial-and-error procedure until a minimum of the objective function is 
reached. 
 The model has been applied to 12 small watersheds in the surroundings of Brasília, five using 
raingauge data and seven using both raingauges and TRMM data. The watersheds were chosen 
based on the existence of water use right requests or potential demand for water. At each river, at 
least three measurements were made during one single dry period, to anchor model simulations. 
The measurements were made with a Flowtracker Sontek Acoustic Doppler Velocimeter. 
Measurements have been made every year since 2006 in different rivers to adjust the model using 
both raingauge and satellite rainfall estimates from TRMM.  
 The region has a very well-defined dry season, from May until September. In the rain season, 
rainfall averages 1400 mm. Moreover, soils are relatively deep and have a good storage capacity, 
thus maintaining flows over the whole dry period. Therefore, at least a one-month separation 
between measurements is possible, thus covering longer recession periods. The more the 
measurements are distant in time, the better the adjustment of the hydrograph recession curve by 
the rainfall–runoff model. Table 1 shows the characteristics of some of the simulated watersheds, 
and Fig. 1 shows their location.  
 For the first two watersheds in Table 1, the rainfall–runoff was initially calibrated using 
raingauge data (from the nearest raingauge available). The model was then simulated using 
TRMM 3B42 research data, in order to compare results and validate TRMM simulated 
hydrographs. For the last watershed, only TRMM data were available, because raingauge data 
were not already sent to the databases. 
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Table 1 Characteristics of some monitored streams and measured flows. 
Stream Drain. area 

(km2) 
Year of 
measurements 

Qmeas 1 (L/s) Qmeas 2 (L/s) Qmeas 3 (L/s) 

Samambaia Creek 13 2006 141.6 80.6 36.3 
Urucuia River 210 2006 1032.5 840.9 807.9 
Saia Velha Creek 35 2010 470.1 405.7 344.9 
 
 

 
Fig. 1 Location of some of the monitored rivers, raingauges and TRMM pixels, as well as relative 
location in the Brazilian Territory. 

 
 
 (a) (b)

     
Fig. 2 Rainfall–runoff model adjustment for (a) the Samambaia Creek and for (b) the Urucuia River 
using raingauge and TRMM data. 

 
 
RESULTS 

Figure 2 shows the results of model calibration using raingauge data and the simulated hydrograph 
using TRMM data for the Samambaia Creek and for the Urucuia River. 
 As shown in Fig. 1, a reasonable adjustment of the model could be achieved, especially in the 
case of the Samambaia creek. The lowest value for the objective function using raingauge data was 
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obtained for Cinf = 0.3 and kb = 80.1, and the standard error was 18.7 L/s. Using TRMM data with 
the same parameters, the standard error was 18.4 L/s. 
 The model was then simulated using the precipitation time series from 1998 to 2008, in order 
to estimate reference flows. The 95% flow (Q95%) calculated using raingauges was 35 L/s, while 
using satellite rainfall was 36 L/s.  
 In the case of the Urucuia River, the standard error using the nearest raingauge was 1047 L/s. 
Using TRMM data, the standard error was even smaller (884 L/s). The 95% flow calculated using 
data from the nearest raingauge was 167 L/s. Using TRMM data, Q95% was 172 L/s.  
 In both cases a poor adjustment was achieved, with standard errors higher than the estimated 
Q95% flow. Thus, we intentionally opted to stay on the side of safety, forcing model simulations to 
run below the measured discharges. It must be mentioned that uncertainties in this case are much 
more related to the model, which is too simple to represent rainfall–runoff transformations in more 
complex watersheds, than to TRMM rainfall estimates, since raingauge-driven simulations provide 
very similar results. Table 2 gives an overview of model adjustment for seven small watersheds. 
One can see that, except for the Urucuia River (mentioned above), most adjustments were good. 
 
 
Table 2 Adjusted parameters, estimated flows and standard errors of TRMM-driven rainfall–runoff 
simulations. 
Watershed Drainage area (km2) Cinf Kb Q95% (L/s) Standard error (L/s) 
Crixás 492 0.12 195 1112   34 
Paranã 545 0.18 142 1416   13 
Santana   88 0.36 245   634     7 
Saia Velha   35 0.54 244   396     3 
Samambaia   13 0.30   80     36   18 
Urucuia 210 0.30   46   172 884 
Mangal   15 0.54 168   136     3 
 
 
 In most cases, there is probably a low correlation between daily rainfall measured at the 
raingauge and estimated from TRMM. However, since low flows in the region are defined by the 
amount of rainfall during the rain season, TRMM seem to show good agreement with the total 
rainfall during the wet season, as well as its duration, because the recession hydrographs in both 
cases are very similar. Therefore, the rainfall–runoff model run with TRMM data is considered to 
provide a reliable assessment of reference flows, provided that the watershed of interest is 
relatively homogeneous. 
 To enhance user-friendliness of the procedure, a Graphical User Interface (GUI) was 
developed in Matlab 2010®, allowing the user to quickly adjust the model and estimate reference 
flows. The GUI allows the user to load both raingauge data and TRMM data as input to the model. 
In the second case, the user is asked to inform the coordinates of a rectangle containing the 
watershed. The GUI then downloads the daily 3B42 research time series from 1998 until the most 
recent data (usually 15–30 days delay) and completes the time series with 3B42 RT data (less than 
24 h delay). Thus, it is possible to apply the model right after the measurements are done.  
 
 
CONCLUSIONS 

In this paper, TRMM data are used as input to a simple rainfall–runoff model for the estimation of 
flow duration curves, focusing on low flows. The results are used to assess water availability for 
regulation of water uses in Brazil, and allowed a decision-making process based on more reliable 
information.  
 Given the large number of small rivers where water needs to be allocated, the application of 
more complex models is generally not possible, because decision-making, in most cases, needs to 
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be quick. Irrigation has grown quickly in recent years, and most farmers need the outorga to obtain 
bank loans; thus there is public pressure for quick decision-making. 
 The model run with TRMM data gives similar results to those obtained using raingauge data. 
This is a great advantage, because TRMM data are generally quasi-real-time available, while 
raingauge data are collected with a frequency of 4–6 months and go through a consistency process 
before being available in the database.  
 Another advantage of using TRMM data is that it already provides an area-based average over 
the studied watershed, compared to the use of raingauge data, which are point data and mostly 
located outside the basin. TRMM provides data since January 1998, therefore the generated time 
series of discharge are still relatively short for more sound statistics. However, this period covers a 
very dry period in most parts of Brazil, from 1998 to 2001, as well as another shorter dry period in  
2007–2008. Thus, the generated reference flows are probably underestimated on the side of safety. 
 The resulting hydrographs, obtained through the TRMM rainfall estimate, are reliable to 
estimate high-duration flows, like the Q95% flow. But since no measurements during wet periods 
are made, this model should not be used to estimate long-term mean flows or peak flows (for 
example in reservoir design). The Graphical User Interface developed to ease the application of the 
rainfall–runoff model helps to accelerate the process of obtaining the reference flows.  
 The authors of this paper intend to continue monitoring the same rivers, in order to adjust the 
model in different hydrological years. Thus, it will be possible to establish confidence bounds for 
model parameters and estimate associated uncertainties. Running rainfall–runoff models with 
satellite-based precipitation estimates is a good alternative for the hydrological assessment of 
watersheds in countries like Brazil, where most rivers are still ungauged, especially those draining 
small areas. 
 More information about the GUI and the model can be obtained by contacting the first author. 
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Abstract Hydrological modelling of the Amazon is an enormous challenge because of its size, limited data, 
regional climatic diversity and particular hydraulic features, which include low gradients, back-water effects 
and extensive inundated areas. However, uncertainties in rainfall arising from limited ground-level 
measurements and low raingauge density impose severe difficulties, particularly in parts of the drainage 
basin lying outside Brazil. Rainfall estimation by remote sensing using satellite-derived data from the 
Tropical Rainfall Measuring Mission (TRMM) is a possible means of supplementing raingauge data, having 
better spatial cover of rainfall fields. This study reports on the use of the MGB-IPH large-scale hydrological 
model with rain fields obtained from TRMM. The MGB-IPH is a distributed, physically-based model using 
the Muskingum-Cunge formulation and a full hydrodynamic model for river routing, including backwater 
effects and seasonal flooding. Applying the model to the whole Amazon basin required development of 
several pre-processing tools to generate information about river cross-sections, flood plain extent, flood 
volume, and water slope from the SRTM DEM. Although TRMM under-estimates rainfall in regions with 
more marked relief, such as the transition region between the Amazon and the Andean regions of Peru, 
Ecuador and Colombia, results from the model in terms of its ability to reproduce observed hydrographs at 
several locations throughout the basin are encouraging. 
Key words  TRMM; hydrological modelling; hydrodynamic modelling; Amazon basin 
 
 
INTRODUCTION 

The climate variability in the Amazon River basin and the anthropogenic pressure of economic 
development, coupled with population vulnerability, are factors that increase the risk from extreme 
hydrological events. To minimize these risks it is necessary to act preventively by improving 
understanding of the natural system and through reduction of vulnerability and uncertainty through 
the prediction of weather, climate and hydrology. In this sense, hydrological modelling in the 
Amazon River is an interesting challenge because of its size, limited data, regional climatic 
diversity and particular hydraulic features which include low gradients, back-water effects and 
extensive inundated areas. However, uncertainties in rainfall arising from limited ground-level 
measurements and low raingauge density impose severe difficulties, particularly in parts of the 
drainage basin lying outside Brazil, and this is a major source of uncertainty in studies of 
hydrological processes, hydroclimatic variability, biogeochemical analysis and drainage basin 
response (e.g. Coe et al., 2008; Collischonn et al., 2008; Beighley et al., 2009). 
 Estimation of rainfall using satellite-mounted instrumentation, on the other hand, avoids the 
problems of limited spatial coverage of ground-based raingauge networks, although the lengths of 
record obtainable from such sources are, as yet, fairly short. CMORPH (Joyce et al., 2004), giving 
30-min rainfall at a spatial resolution of 8 km at the equator, began in late 2002, whilst the 
Tropical Rainfall Measurement Mission (TRMM) algorithm 3B42 (Huffman et al., 2007), giving 
3-hour rainfall at a spatial resolution of 25 km, dates from 1998. Despite this, compared with 
raingauge data, the rapidity with which remote-sensed precipitation estimates become available is 
attractive. In this sense, where the density of ground-level networks of hydrological instruments is 
sparse, as is true in the Amazon basin, rainfall estimation by remote sensing using satellite-derived 
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data is a possible means of supplementing the limited data available from surface sites, having 
better spatial cover of rainfall fields. Several studies have been reported which explored aspects of 
remote-sensed rainfall in the Amazon, in particular using TRMM data sets (Collischonn et al., 
2008; Condom et al., 2010; Getirana et al., 2010; Tian & Peters-Lidard, 2010; Paiva et al., 2011). 
 As part of a wider project to apply a large-scale, distributed and process based hydrological-
hydrodynamic model, named MGB-IPH (Collischonn et al., 2007; Paiva, 2009; Paiva et al., 2011), 
the present work reports results on the use of this model for the whole Amazon basin (including 
Amapá State and the Tocantins River basin, as shown in Fig. 1) with rain fields obtained from 
TRMM 3B42. 
 
 

 
Fig. 1 Amazon River basin with main tributaries and streamgauges (grey triangles) used for analysis of 
model results. 

 
 
THE MGB MODEL 

The MGB-IPH is a large-scale hydrological model, which has been applied before to several other 
large-scale basins in South America. The MGB-IPH is a distributed and process-based 
hydrological model, which uses a catchment based discretization and a Hydrological Response 
Units (HRU) approach. It uses physical-based equations to simulate the hydrological processes, 
such as the Penman Monteith model for evapotranspiration, and the Moore and Clarke approach 
for soil infiltration. River routing is done either using the Muskingum-Cunge method or a full 
hydrodynamic model, or a combination of both. The hydrodynamic model uses the full Saint 
Venant equations, a simple flood plain storage model and GIS based parameters extracted from 
Digital Elevation Models, and is capable of simulating backwater effects and seasonally flooded 
flood plains. The application of this model to the whole Amazon basin demanded the development 
of several pre-processing tools, aimed at generating the necessary data for the hydrodynamic 
model from the SRTM DEM, based on relatively poor information, as river cross sections, flood 
plain extent and volume, and river slope was developed. Details concerning the model structure 
can be found in Collischonn et al. (2007), Paiva (2009) and Paiva et al. (2011). 
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DATA SET AND MODEL DISCRETIZATION 

The study area is the whole Amazon River basin including the Tocantins River Basin as presented 
in Fig. 1. We used the SRTM DEM (Farr et al., 2007) with 15″ resolution (approximately 500 m) 
for model discretization. The Amazon basin was discretized into 6863 catchments, in which 92% 
has areas between 100 and 5000 km2. An HRU map with 12 classes was developed using soil and 
vegetation maps from the Brazilian database RADAMBrasil Project (RADAMBRASIL, 1982), 
SOTERLAC/ISRIC (Dijkshoorn et al., 2005) and the “Vegetation Map of South America” 
developed by Eva et al. (2002). Discharge data from 172 streamgauges was provided by the 
Brazilian agency for water resources ANA (Agência Nacional das Águas) and model results were 
analysed in all of those gauges, but analysis for only five streamgauges (Fig. 1 and Table 1) are 
shown here. Meteorological data were obtained from the CRU CL 2.0 dataset (New et al., 2002). 
We used the TRMM precipitation data provided by algorithm 3B42 (Huffman et al., 2007), with 
spatial resolution of 0.25° × 0.25° and daily temporal resolution, for the 8-year period 1998–2005. 
Data sets from TRMM were than interpolated to each catchment centroids, providing more reliable 
daily rainfall time series than can be achieved with the sparse ground-based raingauge networks 
existent due to its spatial cover of rainfall fields. 
 The MGB-IPH parameters related to soil water budget were calibrated, using discharge data 
from the 1998–2005 period from 172 streamgauges, with the MOCOM-UA algorithm (Yapo et al., 
1998), as described in Collischon et al. (2007). 
 
 
Table 1 Streamgauges used for analysis of model results. 
Code Name Latitude Longitude Point 
10070500 San Regis –4.51000 –73.95000 G1 
12370000 Taumaturgo –8.93985 –72.77709 G2 
13600002 Branco River –9.96061 –67.78580 G3 
17500000 Fortaleza –6.04031 –57.63946 G4 
17050001 Óbidos –1.92322 –55.51858 G5 
 
 

RESULTS AND DISCUSSION 

Figures 2 and 3 present simulated and observed discharges in the gauges shown in Fig. 1 and 
described in Table 1. Results in the figures are shown only for the 2001–2004 period. The model 
performance using TRMM 3B42 data is very good near the outlet of the Amazon River basin in 
the Óbidos streamgauge (Fig. 3(c)). In this site, the Nash and Suttcliffe index is ENS = 0.89 and the 
error in the volume equals ΔV = –5.6%, showing that the timing of the flood wave in the Amazon 
mainstream is well represented by the model and the error in the volume is small. Results are also 
promising in the Amazon main tributaries, exemplified here using results in the Purus and Tapajós 
rivers. The MGB-IPH model using TRMM 3B42 presented very good results in the Tapajós River, 
representing very well the peaks of the flood, the flow recessions and total volume (ENS = 0.95 and 
ΔV = 0.1%). In the Purus River we selected a streamgauge in the upper part of the basin to show 
model performance in a smaller river basin. Hydrographs in small basins are noisy, with several 
peaks related to intense rainfall events, different from the lower part where the flood waves are 
attenuated and delayed due to river and flood plain effects. Results for this selected basin were also 
good (ENS = 0.84 and ΔV = 2.7%) and the model with TRMM 3B42 was able to simulate mean 
discharge, low and high flows, although some of the peaks were not well represented. 
 Although model results were good for most of the streamgauges used for comparisons, poor 
agreements with observations were found in some regions such as small or headwater catchments, 
and areas outside Brazil. Figure 3 shows results in parts of the basin where the MGB-IPH with 
TRMM 3B42 presented some errors. In small river basins such as in upper Jurua River basin (e.g. 
gauge 12370000, Fig. 3(a)), the MGB-IPH with TRMM data could not resolve intense rainfall 
events, the peaks in the hydrograph were not represented by the model and the model performance 
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was low (ENS = 0.45 and ΔV = –30.6%). These errors are perhaps related to the spatial resolution of 
TRMM 3B42 (~ 25 km), that may be too coarse to represent these intense rainfall events in small 
catchments. 
 Model results also presented relevant errors in the Solimões River basin outside Brazil. 
TRMM data seemed to underestimate rainfall in this region. As a result, in the Marañon River 
(Fig. 3(b)) the MGB-IPH underestimated streamflow (ΔV = –18.2%) and model performance was 
low (ENS = 0.08), even though the timing of flood waves have been represented. This may be 
related to errors in satellite rainfall estimates in the Amazon basin outside Brazil, mainly in the 
Andean region, that were also shown by Tian & Peters-Lidard (2010), in a global map of 
uncertainties of satellite precipitation estimates, and by Condom et al. (2010). 
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Fig. 2 Observed (dashed grey line) and simulated (black line) daily streamflow in gauges (a) 13600002, 
(b) 13500000 and (c) 17050001 in the 2001–2004 time period. 
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Fig. 3 Observed (dashed grey line) and simulated (black line) daily streamflow in gauges (a) 12370000 
and (b) 10070500 in the 2001–2004 time period. 
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 In this paper, we preferred to validate the TRMM data set by comparing the MGB-IPH model 
outputs with discharge measurements because: (i) the spatial coverage of the ground-based 
raingauge network is limited in the Amazon, mainly outside Brazil, (ii) the objective of our study 
is to apply a hydrological model to get discharge estimates in a region with a lack of raingauge 
data, and (iii) when comparing rainfall fields obtained by satellites with raingauge data several 
difficulties arise, such as the irregular spatial coverage of the raingauges and differences between 
point (raingauge) and areal averaged (satellite based) rainfall estimates. Although there are other 
sources of model errors, such as uncertainty in input data, parameters and model structure, 
uncertainty in rainfall data is one of the greatest importance, and the above-mentioned difficulties 
can be reduced by integrating TRMM rainfall fields within a catchment using hydrological 
modelling and comparing the model results with observed discharges. 
 
 
CONCLUSION 

The MGB-IPH model using TRMM 3B42 data was shown to be able to reproduce observed 
hydrographs in the Amazon River and main tributaries well. TRMM 3B42 data under-estimates 
rainfall in the Amazon River basin outside Brazil, in the transition region between the Amazon and 
the Andean regions of Peru, Ecuador and Colombia, and as a result the model underestimates 
discharge in parts of such regions. However, comparisons of model results with discharge 
observations at several locations throughout the basin showed that model performance using 
TRMM 3B42 data is encouraging. 
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Abstract This paper describes the monitoring of flooding in the Inner Niger Delta (Mali) from September 
2008 to April 2010 using high resolution radar (C-band quad-polarization from Radarsat-2) and optical 
imagery (SPOT 4 and 5). Treatments, based on statistical parameters calculated using co-occurrence 
matrices, supervised classifications and three field surveys, were used to classify the images in three 
categories: open water, flooded vegetation and unflooded land. The overall accuracy evaluated by confusion 
matrices varies from 81% to 96%. The flooded areas, ranging from 3% to 65% of the surface studied, 
confirm the significant impact of annual flooding in the region. Radar images can identify soil properties 
even when remotely-sensed objects are characterized by dense, herbaceous vegetation and are also effective 
when cloud cover is thick. 
Key words  Radarsat-2; SPOT; Inner Niger Delta; flood monitoring; Mali 
 
 
INTRODUCTION 

Wetlands are the richest and most diverse ecosystems in the world. They control flooding, prevent 
drought, improve water quality, maintain water resources, temper erosion and serve as leisure 
areas (Novitzki et al., 1996). Tropical areas, where a large proportion of food resources are linked 
to aquatic environments, are very dependent on the sustainability of these ecosystems. In 2007, the 
Intergovernmental Panel on Climate Change (IPCC) published an alarming report on the 
consequences of global warming (IPCC, 2007): by 2080, nearly 3.2 billion people will probably 
suffer from severe water shortages and 600 million from hunger as a result of droughts. 
 Africa is among the continents most concerned by the impact of climatic fluctuations on water 
resources. Indeed, the region has been subjected to environmental and particularly climate changes 
since the 1970s (L’Hôte et al., 2002; Andersen et al., 2005). More than two-thirds of the continent 
is between the tropics and the major droughts that hit the Sahel in the 1970s had dramatic, lasting 
consequences for the population. Lake Chad is a spectacular example of the effects of changing 
climatic conditions in tropical Africa. Its area was more than 22 000 km2 in the 1960s, but it now 
consists of several non-perennial lakes covering less than 2000 km2, with serious ecological 
consequences for the region and for the subsistence of local populations (Lemoalle et al., 2008). 
The Inner Niger Delta (IND) is the largest flood zone in Mali has faced a similar problem of the 
sustainability of water resources since the 1970s as the flood zone area has decreased by 60% 
(Orange et al., 2002; Mariko, 2003). Integrated management of these resources with a view to 
improving the standard of living of populations and conserving ecosystems, requires knowledge of 
flood dynamics. 
 This study proposes a method for monitoring flood dynamics in the IND. Given the scale of 
the area concerned, the use of satellite images is essential. Studies using optical imagery have 
already been conducted to trace the evolution of flooded areas in the Inner Niger Delta using the 
infrared channel of Landsat images for the 1973/1974 hydrological season (Blanck, 1993). Since 
then, Batti (2001) and Mariko (2003) showed the interest of NOAA-AVHRR images for observing 
the flooded areas. These images made it possible to work on the scale of the delta and to model the 
functioning of its hydrosystem. However, all these authors were hindered by cloud cover that 
prevented regular monitoring at times throughout the year. The vegetation was also a serious 
hindrance for the plotting of flooded areas (see e.g. Bied-Charreton et al., 1978). In this context, 
synthetic aperture radar (SAR) constitutes an alternative solution as it can operate “in all weather” 
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and is sensitive to flooded areas, even when vegetation is present (Henderson & Lewis, 2008). The 
launching of new very high resolution Radarsat-2 sensors in 2007 generated new ambitions for 
furthering knowledge about these zones, but studies on the quality of the information are required. 
 
 
STUDY AREA 

The source of the Niger is in the Fouta Djalon mountains in Guinea; the river then flows northeast, 
crossing the Sahel zone. It subsequently runs southeast to the Gulf of Guinea after flowing for 
4200 km. When it crosses Mali, the Niger feeds a huge quantity of water into the IND, one of the 
most remarkable hydrographic systems in West Africa (Fig. 1). Located in the Sahel zone and 
covering some 40 000 km2, it stretches from Ké-Macina to Timbuktu. The upstream delta (as far 
as Lake Debo) consists of a set of plains and basins regularly inundated by the floods of the Niger 
and its tributary the Bani. The downstream delta from Lake Debo to Timbuktu is a very diffuse 
hydrosystem in a dune/interdune system that limits the flooded areas. The IND slows the annual 
river flood by about 1–3 months (Batti, 2001) and evaporates about 40% of the flow of the Niger 
(Mariko, 2003). 
 A great number of socio-economic issues are related to the size and flood dynamics in the 
delta, where fishing, farming and grazing alternate according to the annual flooding regime. The 
IND has a population of over a million people, and crops (rice and sorghum), fisheries (>80% of 
Malian production) and animal farming are essential to the national economy. 
 
 

 
Fig. 1 Location of the Inner Niger Delta in Mali and position of satellite image footprints. 

 
 
 
MATERIALS AND METHODS 

Satellite images 

Ten images from different sensors were acquired for the study (Table 1). Radarsat-2 images were 
acquired by the SOAR programme (Science and Operational Applications Research for 
RADARSAT-2) and SPOT images were obtained thanks to the ISIS (Incitation à l'utilisation 
Scientifique des Images SPOT) CNES (Centre National d'Etudes Spatiales) programme. 
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Ground surveys 

Ground surveys were used to collect approximately 150 located, described and photographed 
points during three missions conducted during different hydrological seasons in November 2008, 
May 2009 and March 2010. Quad-Pol images obtained shortly before each mission were used to 
locate the reference sites during the survey operations. Each image was first segmented in 16 
classes using Whishart’s unsupervised polarimetric classification (Lee et al., 1999). All the classes 
were examined and documented. The field missions were conducted while other Quad-Pol images 
were being recorded. 
 
 
Table 1 Satellite images used in the study. 
Sensor Spectral band Canal Spatial 

resolution 
Acquisition
date 

Source Spatial 
coverage 

Radarsat-2 
Quad-Pol 

HH 
HV 
VH 
VV 
 

C Band 
5.5 cm 
 

11 m 
 

11/11/2008
08/04/2009
02/05/2009
10/11/2009
28/12/2009
14/02/2010
10/03/2010
27/04/2010 

SOAR 50 × 50 km 

SPOT 4 Green –Red –PIR 0.50 –
0.89 µm 

20 m 24/04/2009 SPOT image 
CNES (ISIS) 

 

SPOT 5 Green –Red– PIR –
MIR 

0.50 –
1.75 µm 

10 m 2/11/2008 SPOT image 
CNES (ISIS) 

60 × 60 km 

 
 
Classification methods 

 Radarsat-2 Quad-Pol images The Radarsat-2 Quad-Pol images were processed using the 
ESA PolsarPro program and ENVI software using a method synthesised in Fig. 2. The difference 
in back scattering between the four polarisation methods (HH, HV, VH, VV) of Radarsat-2 is 
fairly strongly marked (Fig. 2) and varies according to the season. Assessing the flooding 
dynamics in the IND requires the identification of three types of surface: open water, unflooded 
land and flooded vegetation. If wind effects are not taken into account, open water is a smooth 
surface and identified by C-band specular reflection. Its colour is very dark in the image. 
Unflooded land also has rather dark colours. In contrast, flooded vegetation features strong back 
scattering and pale colours. The PolsarPro program was used to calculate a covariance matrix to 
provide a complete description of the scatter properties of the target by creating seven derived 
images (Cloude & Potier, 1996). Processing described by Frost (1982) was then applied to reduce 
speckle, which is an inherent noise in a radar signal that affects radiometric quality (Polidori, 
1996). Photo interpretation of the seven images was performed to select those most suitable for the 
classification of flooded zones according to the season. The images were georeferenced and the 
training plots surveyed during the field missions were divided into three categories: open water, 
flooded vegetation and unflooded land. The histograms of these theme plots made it possible to 
perform the natural setting of thresholds to reduce image dynamics to three classes. Dry season 
brilliances were very readily differentiated in a single polarisation. Several bands were necessary 
to reduce high water period images to three classes. The coloured composition was used as a 
medium for a supervised Mahalanobis classification (1936). Finally, a median filter was applied to 
smooth the classifications. 
 

 HRV SPOT images Prior geometric adjustment was required to work on a 14 km wide strip 
common to both images. The resampling of the SPOT5 image at the resolution of the SPOT4 
image was then performed to homogenise the signal between the images and facilitate 
comparisons. Identification of open water, flooded vegetation and unflooded land was based on 
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calculation of the normalised difference vegetation index (NDVI) (Rouse et al., 1973). This index 
measures chlorophyll activity in the plant cover, even when this is flooded. It is also a good 
indicator for identifying open water. Each SPOT multispectral image was also reduced to three 
composite bands representing the first three components of a principal component analysis (PCA,  
 
 

 

(a) (b) 

Fig. 2 Treatment methodology: Radarsat-2 Quad-Pol (a) and HRV SPOT (b) images. 
 
 

 

(a) 

(b) 

Fig. 3 Monitoring of flooding of the IND from 2008 to 2010 by the classification of (a) Quad-Pol 
Radarsat-2 images and (b) HRV SPOT 4&5 images. 
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see e.g. Fung & Ledrew, 1987; Millward et al., 2006). The NDVI for each SPOT image was 
finally associated with these neochannels using a technique proposed by Ruelland et al. (2011). 
 Plots resulting from the references collected in November 2008 and May 2009 were used for 
training for a supervised Mahalanobis classification (1936) of the NDVI-PCA combination on the 
two dates studied. Finally, a median filter treatment was applied to the classifications. 
 

 Field data integration and validation The training plots for the date of the images concerned 
were divided into two samples for processing the Radarsat-2 Quad-Pol images and the SPOT HRV 
images. One sample was used for classifications and the other for the validation of the results by 
calculation of confusion matrixes and an index of overall precision. 
 
 
RESULTS 

Overall precision of the classifications of the Quad-Pol images is 81%, 97% and 96%, 
respectively, for the periods November 2008, May 2009 and March 2010. These results show the 
quality of the classifications (Fig. 3(a)). 
 The temporal dynamics of the flood is characterised by a high water period in November 
2008, November 2009 and December 2009 and a low water period from February 2010 to April 
2010. The classifications are a good reflection of the hydrological regime of the IND. During high 
water periods, the zone is practically covered by dense flooded vegetation and marshland to which 
access is difficult. In the dry season, the river flows in its bed and a host of ponds with plants and 
small channels form a loose mass of water. Open water and flooded vegetation are shown to 
represent respectively 43% and 22% of the study area in November 2008. The trend is reversed in 
April and May 2009, with 2.5% open water, 4% flooded vegetation and more than 90% unflooded 
land. The 2009–2010 hydrological season was monitored in more detail. The flood peaked at the 
end of December. The proportion of open water was distinctly smaller than it had been in 
November 2008, but the flooded vegetation was denser. In December, 24% of the area of the 
image consisted of open water. The fall in the water level took place from January to April with a 
decrease in the areas of flooded vegetation and open water to low points of 0.3% open water and 
3.7% flooded vegetation in April 2010. 
 The SPOT images were used to monitor flooding of the IND on two dates (Fig. 3(b)): during 
the flood period (November 2008) and during the dry period (May 2009). The overall precision 
indexes are 82 and 84%, respectively, for the treatment of these two images. Nearly 50% of the 
area consisted of flooded vegetation in November 2008 while flooded vegetation plus open water 
did not exceed 20% in May 2009. 
 
 
Table 2 Comparison of classifications from Quad-Pol (Radarsat-2) and HRV (SPOT) images. 
 November 2008 May 2009 
 Quad-Pol HRV Quad-Pol HRV 
Open water (%) 43.6 32.4 2.4 3.2 
Flooded vegetation (%) 21.9 49.1 4.4 16.6 
Unflooded land (%) 34.5 18.5 93.1 80.2 
 
 
 The flooded areas drawn from the classifications of Quad-Pol and SPOT images were 
compared (Table 2) in their common coverage on the two common dates. The scales of size are 
coherent overall, with the differences being greatest for November 2008. The area of flooded 
vegetation in the SPOT image classification is more than 20% greater than that in the radar image. 
Conversely, the areas of open water are overestimated in the Quad-Pol classification. As radar is 
sensitive to ground roughness characteristics and most of the area unflooded in November consists 
of bare indurated clayey-silty soils, there is confusion between unflooded land and open water. In 
contrast, confusion between unflooded vegetation and flooded vegetation occurs with the optical 
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sensor. However, this can be used to distinguish between bare soil and soil with plant cover. A 
radar signal with a 5.5 cm wavelength is better able to penetrate vegetation than the SPOT-HRV 
images. This makes it possible to better discriminate flooded vegetation areas from unflooded 
ones. In May 2009, the areas of open water were equivalent. The area of flooded vegetation 
indicated by the SPOT image is 12% greater than that of the radar image and, conversely, the area 
of unflooded land is 13% greater in the radar image. 
 
 
DISCUSSION AND CONCLUSION 

The dynamics of the IND flood characterised here are in agreement with that shown in precedent 
works (Batti, 2001; Mariko, 2003). The flooded area is 65% greater during the winter period 
(November–December) while less than 3% of the zone is under water in the dry period (May). 
These results confirm the considerable impact of the flood on the variation of landscapes in the 
region and consequently on the remote sensing images studied. The three field missions performed 
within the framework of the project have been sources of substantial knowledge aimed at ensuring 
the quality of processing operations. They improved georeferencing, provided training and 
validation plots and enabled a sensitive approach to the field that is essential for processing. 
 Radarsat-2 images had never been used to monitor flooding in this zone. It made it possible to 
overcome meteorological constraints related to dust-bearing mist in the dry season and clouds 
during the rainy season. The hyperfrequencies reputed to be effective in identifying soil moisture 
made good results possible for the dry season, especially by means of the precise identification of 
ponds and islands. With regard to flooded vegetation, radar signals are fully suited to the 
characterisation of humid zones, as had previously been shown by Henderson & Lewis (2008). 
Radar imaging has proved its ability to identify flooded vegetation in both the rainy and dry 
seasons and thus forms a good alternative to optical imaging in this environment. 
 However, radar also has limits. Surface roughness strongly influences the back scattering of 
the signal. Waves form on the surface of the Niger when the Harmattan blows in the delta, and 
modify the specular reflection of the water. Many zones feature indurated bare soil whose 
roughness is similar to that of a water surface. Optical images also display bias: the angle of 
incidence, shadows, sun angle, clouds, sandstorms and vegetation on flooded land affect image 
and classification quality. 
 The interest of diachronic, multi-source analysis of the flooding of the IND has thus been 
shown. Two aspects of the complementarity of radar and optical imaging for thematic cartography 
can be considered. From an operational point of view, the “all weather” feature of radar fills gaps 
in zones previously plotted using optical images. From a purely thematic point of view, flooded 
vegetation and bare ground are seen in a very different way by the two types of sensor and this 
significantly increases the possibility of distinguishing between the two by comparing images. To 
conclude, radar imaging complements optical imaging within the framework of the monitoring of 
flooding of the IND. 
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Abstract An attempt was made to evaluate three high-resolution satellite precipitation products (TRMM 
3B42V6, 3B42RT and CMORPH) for streamflow simulation in the Mishui basin, south China. Firstly, three 
satellite precipitation products were compared with the dense raingauged observations at the basin scale 
from 2003 to 2008. Secondly, satellite precipitation products were used as input into the gridded Xinanjiang 
model in order to evaluate their hydrological predictive capability. Finally, the authors corrected the 
systematic bias at monthly and annual time-scales for the two near-real-time 3B42RT and CMORPH 
products. The direct comparison shows that these three satellite precipitation products perform very well in 
detecting the occurrence of the precipitation events, while there are some different biases in terms of the 
quantity of precipitation. 3B42V6 data sets with a bias of –5% fit best with the raingauged observations, 
while 3B42RT and CMORPH data sets underestimate precipitation by 43% and 41%, respectively, which 
are much higher than a normal acceptable threshold. The results of the three satellite precipitation products 
used in streamflow simulation are similar to those of the direct comparison. The behaviour of streamflow 
simulation from 3B42V6, with a bias of –2% and the daily Nash-Sutcliffe coefficient of 47%, is the optimal 
amongst the three products. However, it still reveals that the accuracy of daily time-scale distribution of 
3B42V6 data sets should provide an increasing possibility to follow the real situation. The 3B42RT and 
CMORPH data sets produced a larger bias and lower Nash-Sutcliffe coefficient. The correction of monthly-
scale bias is better in improving streamflow simulation in the monsoon climatic area than the adjustment of 
yearly-scale bias with respect to the 3B42RT and CMORPH data. 
Key words  satellite precipitation product; streamflow simulation; gridded Xinanjiang model; Mishui Basin 
 
 
INTRODUCTION  

Precipitation is a critical element of the global hydrological cycle. Accurate and real-time 
precipitation data are essential to studying the global hydrological cycle, simulating land surface 
hydrological processes, and so on (Joyce et al., 2004; Gottschalck et al., 2005; Hong et al., 2007; 
Yong et al., 2010). During recent years, there have been some global high-resolution satellite 
precipitation products operationally available, including precipitation estimation from remotely 
sensed information using artificial neural networks (PERSIANN) (Sorooshian et al., 2000), the 
Climate Precipitation Center’s (CPC) morphing technique (CMORPH) product (Joyce et al., 
2004), and the Tropical Rainfall Measuring Mission (TRMM) multi-satellite precipitation analysis 
(TMPA) products 3B42V6 and 3B42RT (Huffman et al., 2007). These satellite precipitation 
products have provided quasi-global high-quality precipitation data and attracted vast numbers of 
hydrologists’ interest. However, some of them have large systematic errors. An evaluation of these 
satellite precipitation products in particular is needed, and further evaluation of the capability of 
these satellite precipitation products for hydrological prediction is also interesting and  important. 
Specifically, these studies are limited in China. The objective of this study therefore is to evaluate 
the utility of three commonly-used high-resolution satellite precipitation products, TRMM 
3B42V6, TRMM 3B42RT, and CMORPH, for streamflow simulation in the middle-scale Mishui 
Basin in south China.  
 
 
STUDY AREA, DATA AND METHODOLOGY 

Mishui Basin 

The Mishui Basin, a tributary of the Xiangjiang River, is located at the southeast of Hunan Province 
in south China (Fig. 1). The drainage area upstream of the Ganxi hydrological station, the outlet of 
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Fig. 1 Location of 35 raingauge stations, Ganxi hydrological station, Wulipai evaporation station and 
river network within the Mishui Basin. 

 
 
the studied basin, is 9972 km2. The basin has a humid subtropical monsoon climate. The temporal 
and spatial distribution of the precipitation within the Mishui Basin is uneven, and most of the 
annual precipitation occurs from May to September.  
 
Satellite precipitation products 
The TRMM 3B42V6 and 3B42RT data are provided by TMPA at 3-h temporal and 0.25° × 0.25° 
spatial resolution. The 3B42RT data are a near-real-time (about 3–9 h after real time) product while 
the 3B42V6 data are a post-real-time (about 10–15 d after the end of each month) product, and both 
of them cover over a global latitude band of 50°NS. The 3B42RT data for the time period since 
January 2002 are available on the internet, while the 3B42V6 data that we can obtain are from 
January 1998. The CMORPH technique is a blending technique, and thus it is extremely flexible, 
such that any precipitation estimates from any microwave satellite source can be incorporated (Joyce 
et al., 2004). Nowadays, the CMORPH products have two high-resolution versions: one with the 
same temporal and spatial resolution as TRMM 3B42, and the other with much higher resolutions, 8 
km and 30 min, respectively, and both the data covered the area from 60°S to 60°N, globally, 
beginning in December 2002. In this study, the former CMORPH data was selected. 
 
Hydrological model and observed data 
The Xinanjiang model is a famous conceptual hydrological model (Zhao et al., 1980) and it has 
been successfully and widely used in humid and semi-humid regions in China since its 
development in the 1970s. In this study, the grid-based Xinanjiang model (Yang, 2010) was 
applied for runoff computation on each grid cell. Then the discharge series at the hydrological 
station was obtained by the procedure, taking into consideration hillslope convergence and river 
network routing, and the model parameters were automatically calibrated by using the Genetic 
Algorithm method (Holland, 1975). 
 The gridded Xinanjiang model runs at daily temporal and 1 km × 1 km spatial resolutions 
from January 2000 to December 2008. The forcing and validation data for the model include 
precipitation, potential evapotranspiration and streamflow. Observed daily precipitation data from 
2000 to 2008 come from 35 raingauged stations within the Mishui Basin; and for the same-time 
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period series of daily streamflow and potential evapotranspiration data are collected from Ganxi 
hydrological station and Wulipai evaporate station, respectively. We used the Inverse Distance 
Weighting method (IDW; Bartier & Keller, 1996) to obtain the spatial distributed precipitation 
database within Mishui Basin. The 30 arc-second global digital elevation model (GTOPO30) data 
were obtained from the US Geological Survey (USGS) and the vegetation type data were obtained 
from the International Geosphere-Biosphere Programme (IGBP).  
 
Performance statistical indices 

To quantitatively evaluate the three satellite precipitation products with the ground-based 
raingauged observations, three widely-used validation statistical indices, the correlation coefficient 
(C), relative bias (B), and Nash-Sutcliffe coefficient (CNS) (Nash & Sutcliffe, 1970), and three 
categories of statistical indices, the probability of detection (POD), false alarm rate (RFA), and 
critical success index (ICS), were adopted in our study (for details see Jiang et al., 2010). We also 
adopted the validation statistical indices of B and CNS to evaluate the hydrological model 
performance based on the observed and simulated streamflow series. 
 
 
RESULTS AND DISCUSSION 

Comparison of satellite precipitation products 

To directly compare the three satellite precipitation products with surface raingauged observations, 
scatter plots of daily and monthly estimates from the three satellite precipitation products versus  
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Fig. 2 Scatter plots of raingauged observations vs satellite precipitation products at daily and monthly 
scales. 
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raingauged observations for the Mishui Basin are shown in Fig. 2. From the scatter plots, it can be 
seen that 3B42V6, with a 5% systematic underestimation bias, is much better than 3B42RT and 
CMORPH, which have 43% and 41% systematic underestimation biases, respectively. The daily 
POD and ICS values of 3B42V6 are also much better than those of 3B42RT and CMORPH. 
CMORPH has the best daily C, CNS and RFA values of 0.80, 0.60 and 0.08, respectively. The values 
of the three categorical statistics show that all three satellite precipitation products are reasonably 
good at detecting the precipitation events in the Mishui Basin. Based on the scatter plots analysis, 
we can infer that 3B42V6, which has incorporated a monthly raingauged data from the Global 
Precipitation Climatology Project (GPCP) and the World Confederation of Underwater Activities 
(CMAS), performs a comprehensively better estimation of precipitation than 3B42RT and 
CMORPH at both daily and monthly scales, and CMORPH shows a little better estimation than 
3B42RT at daily scales. 
 
 
Streamflow simulation of satellite precipitation products 

We calibrated the parameters of the gridded Xinanjiang model in the Mishui Basin by using 
raingauged data from January 2000 to December 2002. Figure 3(a) shows a comparison of the 
observed discharge with daily values simulated by the gridded Xinanjiang model during the 
calibration period. Overall, there is a good agreement between the observed and simulated series. 
The statistical indices which reflect model performance (CNS = 0.88 and B = 3%) indicate that the 
gridded Xinanjiang model can capture key features of the observed hydrograph. Thus we used the 
calibrated model to verify streamflow simulation from 2003 to 2008. Figure 3(b) demonstrates the 
comparison of the observed discharge with the daily simulated one. The similar result indicates 
that there is a good agreement between the observed and simulated results during the verification 
period as well. 
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Fig. 3 Observed and simulated streamflow with gauged precipitation for (a) calibration and (b) valida-
tion period. 

 
 
 Based on the analysis of the calibration and validation simulations, the model is believed to be 
suitably robust to evaluate the utility of the satellite precipitation products for streamflow 
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simulation. The calibrated gridded Xinanjiang model was run by taking those three satellite 
precipitation products as inputs during the period from 2003 to 2008. From the observed and 
simulated hydrographs in Fig. 4, it can be seen that the simulation by 3B42V6 data, with a CNS 
value of 0.47 and B value of –2%, fits best with the observed streamflow series amongst those 
three products simulations, while the simulation underestimated some high peak flows in rainy 
seasons and overestimated some low peak flows in dry seasons. The simulation by CMORPH data 
is slightly better than that by 3B42RT data. Both simulations by 3B42RT and CMORPH data 
seriously underestimated most of the streamflow series because of their systematic underestima-
tion of the precipitation. 
 
Bias adjustment to 3B42RT and CMORPH data 

From the above comparison and streamflow simulation of the two near-real-time satellite 
precipitation products (3B42RT and CMORPH), we can induce that the large systematic 
underestimation of precipitation has resulted in the bad performance in streamflow simulation. So, 
adjustment was made to the monthly and yearly bias of those two near-real-time satellite 
precipitation products in order to improve their hydrological simulation capability. The detail of 
the adjustment way is as follows: 

)( iiiadjustedi sgss ⋅=−   (1) 

where si-adjusted is the monthly or yearly bias-adjusted satellite precipitation of the ith 0.25° × 
0.25° grid cell; si represents the satellite precipitation of the ith grid cell; 

ig  and 
is  are the 

monthly or yearly gauged and satellite precipitation of the ith grid cell, respectively. 
 The adjusted satellite precipitation products were used as input to the calibrated gridded 
Xinanjiang model for streamflow simulation. There is a small improvement in terms of CNS value, 
0.40 for 3B42RT and 0.41 for CMORPH, respectively, but a significant amelioration in terms of 
bias value, increasing from –54% to 6% for 3B42RT, and from –52% to 5% for CMORPH, 
respectively, if compared to results shown in Fig. 4(b), when a yearly-scale bias was adjusted with 
respect to the two near-real-time satellite precipitation products. Figure 5 demonstrates that the 
3B42RT and CMORPH data sets produce higher values of CNS 0.50 and 0.60, respectively, while 
the bias values remain the same if compared to the case of the yearly-scale bias adjustment, as the 
monthly-scale bias was adjusted for use in streamflow simulation.  
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Fig. 4 Observed and simulated streamflow with satellite precipitation products from 2003 to 2008. 
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Fig. 5 Observed and simulated streamflow with monthly bias-adjusted (a) 3B42RT and (b) CMORPH 
precipitation products.  

 
 
CONCLUSIONS 

In this study three high-resolution satellite precipitation products (TRMM 3B42V6, 3B42RT and 
CMORPH) were evaluated for streamflow simulation within the Mishui Basin, south China. The 
above analyses support the following conclusions. The direct comparison shows that the 3B42V6 
data set fits best with the raingauged observation with a bias of –5%, while the 3B42RT and 
CMORPH data sets have a large underestimation of precipitation. The evaluation of hydrological 
predictive capability demonstrates that the streamflow modelling resulting from 3B42V6 data is 
the best amongst those three products with a bias of –2% and daily CNS of 47%, and 3B42RT and 
CMORPH data produce larger absolute biases and lower CNS. The correction of monthly-scale bias 
is better in improving streamflow simulation in the monsoon climatic area than the adjustment of 
yearly-scale bias with respect to the 3B42RT and CMORPH data.  
 Three satellite precipitation products have good potential in hydrological simulation in the 
Mishui Basin, but there are some large errors for the near-real-time products (3B42RT and 
CMORPH). The bias adjustment for the near-real-time satellite precipitation products is necessary. 
Although the bias-adjusted method is still imperfect and is some distance away from a near-real-
time application for the bias-adjusted program (usually at a monthly scale), the bias adjustment 
presented in this study has a signal improvement over the near-real-time satellite products for 
streamflow simulation within the Mishui Basin. Therefore, more studies should be made in the 
future to develop better near-real-time bias-adjustment or assimilation methods. 
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Abstract The SMOS mission offers the exciting potential for global soil surface moisture data; earlier soil 
moisture estimates are available from several remote sensing techniques, but these encounter difficulties in 
arid regions. However, there is one technique that can yield soil moisture estimates in arid areas globally: 
satellite radar altimetry. This novel approach involves the construction of detailed Dry Earth Response 
(DER) models using multi-mission altimeter backscatter measurements, to encapsulate the high frequency 
spatial variation in the Earth’s response to Ku band nadir illumination. This removes the requirement for 
detailed surface geophysical data and allows the derivation of soil surface moisture. This technique has now 
been validated over two regions of Australia, the Western Desert and the Simpson Desert, using ground truth 
from the AussieGRASS model run by the Queensland Climate Change Centre. This paper presents the 
quantitative results from this validation and assesses the global scope of this novel technique. 
Key words  soil moisture; satellite altimetry; arid regions 
 
 
INTRODUCTION 

A number of remote sensing techniques are currently utilized to yield soil moisture estimates of 
varying spatial and temporal resolutions and accuracies, including scatterometry (Bartalis et al., 
2007) and Synthetic Aperture Radar, SAR (Barrett et al., 2009); however, these techniques 
encounter difficulties in arid and semi-arid regions (ibid). This paper presents validation results 
from a novel technique using satellite radar altimetry to derive accurate profiles of surface soil 
moisture under the satellite track.  
 Altimeters illuminate the surface at nadir with a series of chirped pulses (the primary 
frequencies are at Ku band, 10.9–22 GHz), and record the returned echoes, acquiring the echo 
shape and measuring the surface brightness, sigma0. Whilst they provide profiles of information 
under the satellite track rather than the spatial coverage of, for example, SAR scenes, the 
complexity of the equations relating sigma0 to surface characteristics is reduced by the nadir angle 
of illumination. These equations still require such detailed knowledge of the surface that an 
analytical solution necessitates either ground truth or series of assumptions about the surface 
roughness and composition. However, there is an alternative approach, made possible because the 
surface is illuminated at nadir; to use existing altimeter datasets to make detailed empirically-
based surface models. 
 
 
DATASETS 

In this paper, data from ERS1 and ERS2 (Capp, 2001) are used for model building; data from 
EnviSat RA2 Ku band are also utilised (Benveniste, 2002). These altimeter missions orbit the 
Earth in a 35-day repeat cycle, acquiring data with global sampling but not global coverage, and 
retrieving echoes at roughly 330 m intervals along-track. The repeat cycles pass over the same 
ground track, within the orbit tolerance of ±1 km. Because instrument characteristics vary, data 
from different missions/modes of operation must be cross-calibrated; the only absolute sigma0 
calibration that has been performed is for EnviSat (Roca et al., 2000).  
 For this study, data from ocean and ice modes of operation of ERS1 and ERS2, and ocean 
mode from EnviSat were included. Sigma0 was recalculated from the waveform shape and 
engineering parameters, and previously determined sigma0 cross-calibration offsets were used 
(Berry et al., 2000) to bring all data into a common frame of reference. 

Copyright © 2011 IAHS Press 
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INITIAL INVESTIGATION 

The altimeter surface backscatter as seen in Ku band varies in a complex and intricate way over 
the Earth’s land surfaces, responding both to the surface roughness and composition on a range of 
spatial scales, and to the changing surface moisture. To investigate this variation, a series of repeat 
passes from both ERS1/2 and EnviSat (Ku band) were examined over desert surfaces where the 
moisture component is less of a factor. For illustration, Fig. 1 shows a series of repeat passes of 
EnviSat over part of the Simpson Desert. Here, the most obvious change is due to an increase in 
surface moisture following a rain event (the high track) acquired on 24 May 2004. Waveform 
analysis indicates the presence of standing surface water in part of this track, and saturated surface 
elsewhere.  
 
 

  
Fig. 1 Repeat passes of EnviSat (Ku band) over the Simpson Desert, showing ephemeral water and soil 
moisture signal. 

 
 
 The 3-D plot also reveals that the fine-scale sigma0 changes do not precisely align from track 
to track. The across-track repeat location changes of up to ±1 km result in small changes to the 
features in the profiles and migrations in position across adjacent profiles. The primary reason for 
this is that land (apart from water and salar surfaces) is a relatively poor reflector of Ku band 
energy, and this limits the spatial extent of the surface footprint contributing to the returned 
echoes, allowing even small changes in satellite position to affect the returned power.  
 To develop this approach, the Simpson Desert was chosen as the primary test area. This 
region is characterized by sand heaped into parallel ridges, 5–35 m high, up to 200 km long and 
running in a north–northwest/south–southeast direction. Between sand dunes are clay pans that 
retain surface water after rainfall events. The alignment of the dune systems, the micro-topography 
of the dunes and soil texture changes between dune and inter-dune complicate the spatial and 
temporal patterns of the return signal. The consistency of a nadir-only view allows the resolution 
of several of these problems. However, deriving a theoretical model to calculate soil moisture is 
unlikely to be effective for practical application, since information on the surface roughness and 
composition would be required in such detail as to preclude this technique being successfully 
applied unless dedicated ground surveys had been carried out. In order to utilise altimeter sigma0 
for soil moisture estimates, a different approach must be adopted. The key is to develop empirical 
“dry earth models”. 



Philippa A. M. Berry & John Carter 
 

94 

MODEL DEVELOPMENT 

The existing multi-mission altimeter data can be utilised to form a detailed sigma0 model of the 
surface at (or close to) zero soil moisture. Then the moisture can be estimated from the sigma0 
difference (measured – “dry earth” model). In order to create spatial models of sigma0, all 
environmental contamination must be removed from the data and the individual tracks reconciled 
with each other. Key to the practical application of this approach is the ERS1 Geodetic Mission 
dataset, which provided a closely spaced network of tracks (with mean across-track spacing of 
4 km at the equator) providing a powerful constraint on the model development. The required 
steps are as follows: 
 

(1)  Filter out environmental events. 
(2) Reconcile remaining data and migrate close to zero soil moisture. 
(3) Grid to form model. 
 
 

  
Fig. 2 Sigma0 for the Simpson Desert (dB), cross-calibrated to ERS1 values. 

 
 
 However, this model is still not adequate to fully represent the short wavelength variation in 
sigma0. In order to optimise the solution, a further step is therefore required: to use at least one 
year of altimeter data from the repeat mission of ERS2 to populate the model densely along the 
satellite ground tracks, and thus enhance the short wavelength information content prior to 
interpolation. In order to combine these data, cross-calibration offsets must be applied (ibid) to 
bring the sigma0 values from the two missions into a common frame of reference. Figure 2 shows 
the resulting model for the Simpson Desert, with gradually changing sigma0 model values over the 
central Simpson Desert, and more rapid variation over the large dunefields in the lower left part of 
the model. Several satellite tracks from one cycle of ERS2 are not yet fully reconciled in the 
current model; these will be aligned in the final version. 
 
 
VALIDATION OF ALTIMETER SOIL MOISTURE 

The arid nature of much of Australia makes it ideally suited for investigating altimeter sigma0 
variation and creating “dry earth” models. In order to validate the technique, it was therefore 
decided to use two test areas; the Simpson desert for initial calibration and testing, and the whole 
of the Western desert. A model was created for the Western desert, a huge area encompassing 
different terrain types and varying surface roughness. Areas identified as salt pans were masked 
from this model, because very high salt content reduces the response of the real part of the 
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dielectric constant to changes in soil moisture. River systems were also excluded (Berry & 
Benveniste, 2010). Taking the difference between the model sigma0 and the observed value then 
allows a first estimate of predicted soil moisture to be calculated from the altimeter sigma0 by 
fitting a function of exponential form to the sigma0 differences, and this was done for the entire 
ERS2 mission for both areas. The resulting estimates of soil moisture then require validation. 
 The AussieGRASS model was used for soil moisture validation. AussieGRASS (Australian 
Grassland and Rangeland Assessment by Spatial Simulation) (Carter et al., 2000) is a daily time 
step plant growth and water balance model driven by daily gridded climate data (Jeffrey et al., 
2001) at a spatial resolution of 0.05 degrees geographic. Model simulations of soil moisture in the 
top 10 cm of the profile were used to compare with altimeter derived soil moisture. For 
comparison with AussieGRASS, Fig. 3 shows the two test areas selected, with the EnviSat 35 day 
sigma0 from one cycle plotted to illustrate the altimeter coverage. 
 
 

  
Fig. 3 Australian validation areas for AussieGRASS comparison showing 35 day track locations from 
ERS2. 

 
 

  
Fig. 4 Cycle based comparison over Simpson Desert of AussieGRASS model (grey) and altimeter soil 
moisture (black) from ERS2. 

 
 
 Note that the models are currently referenced to ERS1 sigma0 values. Applying the sigma0 
offsets, estimated moisture values were calculated for each altimeter point, and the corresponding 
pixel from the AussieGRASS model was found. For first comparison, these altimeter moisture 
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values were then meaned for all points in each 35 day cycle to generate a single value per cycle, 
and the same procedure was followed for the corresponding pixels of the AussieGRASS model, to 
give the result over the Simpson desert (Fig. 4) and the Western desert (Fig. 5).   
 
 

  
Fig. 5 Cycle based comparison over Western Desert of AussieGRASS model (light grey) with altimeter 
soil moisture from ERS2 (black). 

 
 

  
Fig. 6 Track comparison of ERS2 soil moisture (solid line) with AussieGRASS (dotted line) for the 
Simpson Desert. 

 
 
 The next step was to reduce the amount of averaging. As the first part of this, the average soil 
moisture was calculated for each track instead of each cycle; the first result for the Simpson Desert 
is shown in Fig. 6. 
 Here, good agreement is seen between the two datasets with deviations partially due to the 
very low raingauge density in these regions limiting the accuracy of the simulated water balance.  
 
 
DISCUSSION  

The next step in the comparison with AussieGRASS data is to reduce the spatial averaging, which 
is currently giving a single value for the entire track, in order to determine the minimum extent of 
spatial averaging required to produce meaningful results that can inform development and 
validation of the satellite altimeter soil moisture estimates. In parallel with this, dry earth models 
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for additional desert areas are being developed; to date, models have been produced for the Sahara 
and Arabian deserts. Further desert and semi-arid regions, including the Kalahari Desert, are now 
being modelled for this work. The Kalahari Desert is of particular interest, as this would allow 
comparison over a wider range of soil moisture conditions.  
 With the very successful initial results from the soil moisture comparison with ERS2 data and 
the AussieGRASS model, it is now intended to apply this technique for the whole ERS2 altimeter 
dataset and the subsequent EnviSat (Ku band) dataset to generate 15-year time series of soil 
moisture measurements (possible because ERS2 and EnviSat were in the same orbit repeat pattern, 
providing continuous measurements for this period) over a number of different desert and semi-
arid regions. 
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Abstract Vegetation density plays an important role in the water and energy balance. Satellite based passive 
microwave instruments have shown an ability to monitor the total above-ground vegetation biomass at global 
scales. A recently developed approach to retrieving vegetation optical depth (VOD, an index of vegetation 
density) from microwave emissions can be used for all bands in the microwave domain, allowing data collected 
by different satellites (e.g. Special Sensor Microwave/Imager (SSM/I from middle 1987), Tropical Rainfall 
Measuring Mission (TRMM) Microwave Imager (TMI from 1998) and Advanced Microwave Scanning 
Radiometer – Earth Observing System (AMSR-E from middle 2002)) to yield a long-time series. However, 
differences in measurement specifications prevent merging the data directly. Here we develop a merged 
product by adjusting SSM/I and TMI products against the reference sensor (AMSR-E) using the cumulative 
distribution frequency matching approach. Results of Mann-Kendall trend analysis on the merged VOD 
product during 1988–2008 show that northwest Australia experienced considerable increases in vegetation 
density, whereas southeast Australia experienced considerable declines. Gridded rainfall and temperature 
products were used to assess climate induced changes during the study period over Australia. By performing 
multiple linear regression analysis over varying periods of precipitation, temperature and annual maximum 
monthly VOD, we identify the proportion of VOD change that is explained by precipitation and temperature, 
and distinguish the contribution of natural climate from human activities on the long-term change. Expanding 
analysis to the global scale along these lines should increase our understanding of the natural and 
anthropogenic impacts on terrestrial hydrology and vegetation dynamics. 
Key words  vegetation density; passive microwave; long term  
 
 

INTRODUCTION 
The Normalized Difference Vegetation Index (NDVI), derived from the Advanced Very High 
Resolution Radiometer (AVHRR) series of satellites (first launched in 1981), is a commonly 
used satellite-based long-term vegetation greenness product (Tucker et al., 2005). It can provide 
a relatively high spatial resolution product (up to 1 km), but is affected by the atmosphere and 
clouds, and is limited to monitoring the canopy level. Satellite-based passive microwave 
instruments have shown an ability to monitor the total above-ground vegetation biomass at 
global scales, albeit at relatively coarse spatial resolution (>10 km) (Shi et al., 2008). The 
advantages of microwave-based approaches are the near all-weather retrieval capacity and 
deeper penetration capacity into the canopy. Therefore NDVI and passive microwave vegetation 
products are expected to be complementary and provide more reliable vegetation information 
when combined.  
 However, there is no consistent and continuous satellite-based passive microwave program 
covering the period comparable with AVHRR. A recently developed approach to retrieve 
vegetation information from microwave emissions can be used for all bands in the microwave 
domain (Owe et al., 2008), allowing data collected by different satellites to yield a long-term time 
series of vegetation optical depth (VOD, a measure of vegetation density). However, differences in 
measurement specifications of different satellites prevent merging the data directly. 
 The objective of this paper is three-fold. First, to develop a method to merge the currently 
available passive microwave vegetation products into one long-term data set over Australia. 
Second, to detect the long term change in vegetation density using the merged product, and finally 
to distinguish the climate or human-induced causes of long-term changes.  

Copyright © 2011 IAHS Press 
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DATA 
Vegetation Optical Depth – VOD 
The VOD products used in this analysis are VU Univeristy Amsterdam – NASA (VUA-NASA) 
passive microwave products derived from different instruments (Owe et al., 2008). Characteristics of 
these datasets are listed in Table 1. All vegetation products were re-sampled to 0.25° and daily 
interval.  
 Monthly average VOD from AMSR-E, TMI and SSM/I for March and September 2003 are 
shown in Fig. 1. All products show similar spatial and temporal patterns. High values are always 
observed over forests along the eastern coast. Over northern Australia, values are higher in March; 
over the south, values are higher in September, which are in line with rainfall seasons.  
 
 
Table 1 Comparisons of major characteristics of passive microwave instruments used in this study. 
 SSM/I TMI AMSR-E 
Platform DMSP F8, F11, F13 TRMM AQUA 
Time series used Jan. 1988–Dec. 2007 Jan. 1998–Dec. 2008 Jul. 2002–Dec. 2008 
Channel used (GHz) 19.3 10.7 6.9 
Spatial resolution 
(km*km) 

69*43 59*36 76*44 

Spatial coverage Global 38°N to 38°S Global 
Approximate equatorial 
crossing time 

F8: ascending, 0630; 
F11/13: descending, 0630 

Completing an orbit every 
91 mins, 15.7 orbits per day 

Descending, 0130 

 
 

 
Fig. 1 Monthly average vegetation density (via optical depth) for March and September 2003 derived 
from (top) AMSR-E, (middle) TMI and (bottom) SSM/I. 
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Precipitation and temperature 

To distinguish the effects of climate and human factors on long-term change in vegetation density, 
the gridded daily rainfall and maximum and minimum temperature data for Australia for the same 
period were also included in the analysis. Gridded climate data across Australia were interpolated 
from point observations by the Bureau of Meteorology (BoM) National Climate Centre (NCC) for 
the Australian Water Availability Project (Jones et al., 2009). The average of daily maximum and 
minimum temperature was used in this analysis (referred to as mean temperature). The original 
0.05° resolution gridded rainfall and mean temperature were re-sampled into 0.25° resolution to 
allow direct comparison. 
 
 
METHODS AND RESULTS 

Rescaling and merging 

Although VOD values retrieved from different instruments have different absolute values (see 
Fig. 1), they show similar temporal patterns. Compared with SSM/I and TMI, AMSR-E has a 
comparatively low measuring frequency (6.9 GHz), high spatial resolution, and high temporal 
interval, which is expected to generate more reliable retrievals. The Pearson correlation 
coefficients (R) between AMSR-E and TMI and SSM/I, respectively, were calculated for their 
overlapping period (1 July 2002–31 December 2007) (see Fig. 2). The number of coincident 
values used to calculate R is more than 500 (i.e. N > 500), and the critical value of being 
significant at the level of 5% for N equal to 500 is around 0.09. Therefore, TMI and SSM/I are 
significantly correlated with the AMSR-E product over most of Australia, which creates the 
possibility to rescale SSM/I and TMI and merge them with AMSR-E to yield a long-term data set.  
 
 

 
Fig. 2 Correlation coefficient (R) between (a) daily AMSR-E and TMI, (b) daily AMSR-E and SSM/I 
products from July 2002 until December 2007. 

 
 
 The cumulative distribution function (CDF) matching technique was chosen as the rescaling 
method. A similar approach was successfully used in previous studies (e.g. Reichle & Koster, 
2004; Liu et al., 2009). The piece-wise linear CDF matching analysis was conducted pixel-by- 
pixel according to the following steps: (1) Build CDF curves for AMSR-E, TMI and SSM/I over 
their overlapping period (1 July 2002–31 December 2007). (2) Use the 0, 5, 10, 20, 30, 40, 50, 60, 
70, 80, 90, 95 and 100 percentiles of each CDF curve to define 12 segments. (3) For each segment, 
perform a linear regression to obtain a linear equation (i.e. slope and intercept) between TMI or 
SSM/I and AMSR-E. That is, for TMI or SSM/I values falling into every segment, there is one 
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linear equation to rescale them against AMSR-E values. (4) Apply the 12 segments’ linear 
equations to TMI (1 January 1998–31 December 2008) and SSM/I (1 January 1988–31 December 
2007). The TMI and SSM/I values outside of the range of CDF curves were rescaled using the 
linear equation of the closest value. Figure 3 displays one example how the original products were 
rescaled and merged into one time series.  
 
 

 
Fig. 3 Example illustrating how: (a) the original time series (SSM/I: light grey; TMI: dark grey; 
AMSR-E: black) were adjusted into (b) rescaled products using CDF matching technique. (c) The 
merged product was derived by taking the average of all rescaled products. The grid cell is centred at 
32.375°S, 147.375°E. 

 
 

  
Fig. 4 Spatial distribution of changes (% / year) in vegetation density over the period from 1988 to 
2008. The percentage is the annual change relative to the average over 1988 to 2008. 
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Trend analysis 

Spatial patterns of Mann-Kendall trends in annual averages of vegetation optical depth are shown 
in Fig. 4. As can be seen, northwest Australia experienced increases in vegetation density, whereas 
southeast Australia experienced declining trends. These apparent changes may be caused by 
climate or human activities, or a combination of the two.  
 
Climate or human activities 

In this section we develop a method to identify and remove climate-related VOD trends over 
northwest and southeast Australia. Spatial patterns of Mann-Kendall trends in annual average 
rainfall and temperature over the same period (1988–2008) are displayed in Fig. 5. Visually, trends 
in VOD seem similar to those in rainfall, and to a lesser extent, temperature. To distinguish the 
contribution of natural climate influences on the declines observed in vegetation optical depth, we 
(1) selected the maximum monthly VOD value of each year to obtain a time series, referred to as 
VODmax, (2) performed multiple linear regressions between varying periods of precipitation, 
temperature and VODmax for each grid cell, and (3) identified the optimal “modelled VODmax” (see 
equation (1)) that has highest correlation coefficient with VODmax (Evans & Geerken, 2004). 

Modelled VODmax = a × Pi + b × Tj + c  (1) 
where Pi represents rainfall totals for accumulation periods of between one and eight months, and 
for lead times of zero to seven months prior to the timing of VODmax, Tj represents temperature 
averages for accumulation periods of between one to eight months, and for lead times of zero to 
seven months prior to the timing of VODmax. When the optimal modelled VODmax is achieved, 
accumulation periods and leading times for precipitation and temperature are not necessarily the 
same, thus different subscripts are used for P and T. The optimal modelled VODmax can be 
interpreted as the contribution of natural climate influences on the VODmax. Mann-Kendall trends 
in the residuals (i.e. VODmax minus “optimal modelled VODmax”) over Australia are displayed in 
Fig. 6. As demonstrated, the main cause for the long-term trends in VODmax over Australia from 
1988 to 2008, is climate. 
 
 
 

 
Fig. 5 Spatial distribution of changes in: (a) annual rainfall (mm/year), and (b) mean temperature 
(°C/year) over the period 1988–2008. 
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Fig. 6 Spatial patterns of changes (statistically significant at the level of 5%) in (left) VODmax and 
(right) residuals after removing the effects of rainfall and temperature. 

 
 
SUMMARY 

We developed a method to merge three available passive microwave-based vegetation data sets 
(SSM/I, TMI and AMSR-E) into one long-term global product. Our method allows the long term 
product to be extended with more data being available. The potential to monitor the total above 
ground biomass, near all-weather retrieval capacity and high temporal interval of satellite-based 
passive microwave instruments, together with high spatial resolution and canopy greenness of 
NDVI, are expected to bring more reliable information to characterize vegetation dynamics.  
 Results of Mann-Kendall trend analysis on the merged product during 1988–2008 show that 
northwest Australia experienced considerable increases in vegetation density, whereas southeast 
Australia experienced considerable declines. Linear regression analysis over varying periods of 
precipitation, temperature and annual maximum monthly VOD revealed that the long-term change 
in Australia is probably mainly caused by climate factors. Further investigations along these lines 
should increase our understanding of the natural and anthropogenic impacts on terrestrial 
hydrology and vegetation dynamics.  
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Abstract Satellite altimetry has been used to monitor the heights of the Earth’s largest lakes for many years; 
however, river systems present far more challenging targets. Using an expert system approach, echoes from 
smaller lakes and river systems can be successfully retracked to yield height measurements. As the network 
of in situ gauges declines, this remote measurement technique gives a unique insight into the Earth’s 
changing inland water resources. This paper presents a global analysis of the capability of the current 
generation of satellite radar altimeters to monitor inland water, including ERS2, EnviSat, TOPEX, Jason1 
and Jason2. The results are analysed using an automated grading technique. A glimpse into the potential of 
future altimeters is gained from the EnviSat altimeter (RA-2) Individual Echoes, with 1800 Hz along-track 
sampling rate, demonstrating the substantial enhancement in monitoring capability afforded by the next 
generation of satellite altimeter missions.  
Key words  global; river; lake; satellite altimetry 
 
 
INTRODUCTION 

Measuring inland water heights from satellite radar altimetry has been used for many years to 
measure water levels over large lakes (Guzkowska et al., 1990; Koblinsky et al., 1993); today, 
information on the world’s largest lakes can be accessed from several websites (Birkett & 
Reynolds, 2011; Cretaux, 2011; ESA River & Lake, 2011). However, river systems present far 
more challenging targets. Although they contain only a small proportion of the total inland water 
budget, these “river corridors” are vital for human life, transporting and distributing freshwater 
throughout the continents. Over these surfaces fewer echoes are returned to the altimeters, and 
these successfully captured echoes are frequently contaminated by responses from surrounding 
land, irrigation and wetlands. This requires the development of complex “retracking” techniques to 
identify the contribution to the returned echo shape of an underlying water body (Berry et al., 
2005; Berry & Benveniste, 2010). This paper presents a global analysis of echoes over inland 
water, processed using an expert system approach, to quantify the current capability and assess the 
future potential of the next generation of satellite radar altimeters. 
 
 

DATASETS 

In this paper, data from ERS2 (Capp, 2001), EnviSat RA2 Ku band (Benveniste, 2002), TOPEX 
(Benada & Digby, 1997), Jason1 and Jason2 (Zanife et al., 2004) are utilized. Due to their greater 
spatial coverage, attention is focused on the ESA exact repeat missions ERS2 and EnviSat, which 
orbit the Earth on a 35-day repeat cycle. These nadir-looking altimeters acquire data with global 
sampling, retrieving echoes at roughly 330 m intervals along-track. The repeat cycles pass over the 
same ground track, within the orbit tolerance of ±1 km.  
 
 

CURRENT CAPABILITY 

Global capability 

To assess the current global capability of altimeter inland water measurements, multi-year datasets of 
echoes over inland water targets were generated globally, utilising a mask of inland water locations 
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(a) 

 

(b) 

 

(c) 

Fig. 1 Graded ERS2 timeseries (black) over Amazon basin with in situ gauge data (grey) (a) “Good” 
target: RMS 0.31 m Correlation 0.99, (b) “Fair” target: RMS 0.58 m correlation 0.99, (c) “Poor” target: 
RMS 1.14 m Correlation 0.98. 

 
 
derived from the Global Land Characterisation Coverage (GLCC) dataset (Loveland et al., 2000). 
The echoes were analysed and retracked (Berry & Benveniste, 2010) and a time series of water level 
changes were generated. These were then graded, using a combination of statistical analyses on the 
stability and consistency of the measurements over time, into three categories: good, fair (typically a 
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good time series with several outliers) and poor (not well captured). The criteria were tuned using 
200 time series from ERS2 and EnviSat compared against gauge measurements over the Amazon 
basin, using the RMS between the gauge and altimeter height measurements and the cross-
correlation coefficients. A typical example of each category is given in Fig. 1.  
 Here, the individual values all agree quite well with the gauge data, but for case (c) the 
altimeter was only able to measure the target intermittently, and the ERS2 time series was 
accordingly graded as “poor”. The automated grading system was then tuned to bring its grading 
outcomes into agreement with those from the independent gauge assessment. The criteria were 
then put into a full grading system, and the global database of time series was processed for both 
ERS2 and EnviSat; the resulting global statistics and the subset of these results for Africa are 
shown in Table 1.  
 The global total numbers of targets for TOPEX and Jason1 have also been calculated; for 
TOPEX 7509 targets were successfully acquired, and for Jason1, 7200; grading the results for 
these missions is ongoing. Despite the known difficulties with Jason1, which resulted in fewer 
good quality measurements being made over inland water, Jason2 where it successfully acquires a 
target generally allows good height estimates to be made. 
 
 
Table 1 Global statistics for altimeter inland water time series recovery and Africa subsets. 
Dataset Good targets Good with outlier Poor Totals 
ERS2 global   841 2671 18711 22223 
EnviSat global 1880 6457 17299 25636 
ERS2 Africa   110   205     668     983 
EnviSat Africa   202   336     531   1069 
 
 
ESA near-real-time system 

For the best and most stable targets, a Near-Real-Time system has been implemented (Wheeler et 
al., 2009). Processing Jason2 and EnviSat data (until its recent orbit change), this site produces 
data within 3 days of the satellite overpass. The corresponding numbers of targets for the current 
implementation of this global pilot system are 1229 EnviSat targets, and 112 from Jason2. These 
altimeter measurements have now been ingested into river models (Birkinshaw et al., 2010; 
Pereira-Cardenal et al., 2011) providing an effective and powerful constraint on the models. 
 
 
ENHANCED CAPABILITY 

Examining the statistics for echo analysis and classification, it became apparent that many non-
water echoes were being selected by the system. Many of the targets assessed as “poor” contained 
these echo types. Attention was therefore focused on the selections mask, and it was realized that 
this mask was inadequate for the retrieval of detailed river systems. An enhanced mask was 
therefore created for Africa, to test whether a better delineation of river courses could enhance 
target retrieval. The ILWIS software (52north.org, 2010) and the ACE2 GDEM (Smith et al., 
2010) were utilized to create this mask, and the ERS2 and EnviSat datasets were re-analysed. The 
success rate was extremely high, with total targets over flown and where echoes were successfully 
retrieved as follows: EnviSat Africa target number 8893 and for ERS2, 8275; this represents 
almost an order of magnitude increase in target acquisition. To illustrate the spatial distribution of 
these targets, Fig. 2 shows (a) the location of targets included in Table 1 over a 15 × 15 degree 
region of Africa (0–15°N, 15–30°E), and (b) the targets retrieved from the enhanced system. Of 
particular note, many of the complex waveform shapes retrieved occur over the smaller tributaries, 
where the along track sampling rate of about 330 m is a limiting factor for existing altimeters, but 
where Sentinel3 SRAL altimeter, with its greatly enhanced sampling rate (Le Roy et al., 2007), 
has the potential to retrieve multiple echoes successfully.  
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(a) (b) 

Fig. 2 Locations of river targets 0–15°N, 15–30°E using EnviSat: (a) current processing, (b) enhanced 
processing. 

 
 

  
Fig. 3 Altimeter derived heights from Tapajós River at 6.472°S, 58.076°W from IEs (grey) and EnviSat 
SGDR (black) echoes. 

 
 
 To check the feasibility of spatially enhanced height measurements from an altimeter with 
higher Pulse Repetition Frequency (PRF), an investigation was made into the EnviSat RA-2 
Individual Echoes (IEs) (Berry et al., 2007). These data provide one second of echoes at full  
1800 Hz sampling every three minutes over the Earth’s surface. Analysis of these data over inland 
water (Witheridge et al., 2010) demonstrates that retrieval of inland water heights is possible by 
“retracking” these echoes at full resolution. Over river systems, good agreement is obtained even 
where the number of burst echoes available is small. An example is shown in Fig. 3 for the 
Tapajós River (at 6.472°S, 58.076°W). Here, only part of the bursts was obtained over the river, 
varying between 400 and 800 echoes (1 second of data, 1800 echoes, corresponds to a distance of 
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about 7 km). Good agreement is seen with the “normal” EnviSat time series, confirming the 
stability of this method over smaller targets. 
 
 
DISCUSSION 

The measurement of inland water heights using satellite radar altimetry is a comparatively young 
and rapidly developing discipline, capable of retrieving inland water heights with an accuracy of a 
few centimetres. As altimeter echo analysis techniques become more sophisticated, and with a  
15-year time span of multi-mission echoes already accumulated, successful target retrieval is 
increasingly transformed into an enhanced global monitoring capability. The ingestion of these 
data into river models then allows the temporal sampling constraints to be overcome. The next 
generation of satellite radar altimeters, exemplified by the SRAL altimeter on Sentinel3, has a 
greatly higher PRF, allowing measurements to be made over much smaller water bodies. The work 
in this paper demonstrates that this enhanced along-track sampling rate is predicted to increase the 
measurement capability over inland water by at least two orders of magnitude.  
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Abstract As a unique geological and geographical unit, the Third Pole area (the Tibetan Plateau and 
surrounding areas) dramatically impacts the world’s environment and especially controls climatic and 
environmental changes in China, Asia and even in the Northern Hemisphere. Supported by the Chinese 
Academy of Sciences, various agencies in the People’s Republic of China and some international 
organizations, the Third Pole Environment (TPE) Program is now being implemented. The TPE Program is 
focusing on the land-surface processes and environment over the plateau and surrounding areas, with an 
emphasis on atmosphere–land interaction. Firstly, the backgrounds of the TPE establishment and the 
establishing and monitoring plan and long-term scale of the TPE are introduced. Then the preliminary 
observational analysis results, such as the characteristics of land surface fluxes partitioning (diurnal 
variation, inter-monthly variation and inter-annual variation), the structure of the Atmospheric Boundary 
Layer (ABL), and the parameters of land–atmospheric interaction, are shown in this paper. The regional 
distribution of surface heat fluxes (net radiation, soil heat flux, sensible heat flux and latent heat flux) and 
surface heating field derived from satellite remote sensing data and field observations are also described.  
Key words  Third Pole; TPE; in situ and satellite data; atmosphere–land interaction; surface heat fluxes 
 
 
INTRODUCTION 

Like Antarctica and the Arctic, the Third Pole region (Qiu, 2008) is drawing increased attention 
among the international academic community. It is centred on the Tibetan Plateau, stretching from 
the Pamir Plateau and Hindu-Kush in the west to the Hengduan Mountains in the east, and from 
the Kunlun and Qilian Mountains in the north to the Himalayas in the south. Covering over 
5 000 000 km2 in total and with an average elevation surpassing 4000 m, the Third Pole region is 
home to thousands of glaciers in the tropical/sub-tropical region that exerts a direct influence on 
social and economic development in the surrounding regions of China, India, Nepal, Tajikistan, 
Pakistan, Afghanistan and Bhutan, etc. It is subject to influences from multiple climatic systems, 
complicated geomorphologies and various internal and external geological impacts. The result is a 
region with unique interactions among the atmosphere, cryosphere, hydrosphere and biosphere. In 
particular, the special atmospheric processes and active hydrological processes formed by glaciers, 
permafrost and persistent snow are especially influential, as are the ecosystem processes acting at 
multiple scales. These processes compose the fundamental basis for the unique geographical unit 
of the Third Pole region. The area demonstrates considerable feedbacks to global environmental 
changes, while interacting with and affecting each other in response to global climatic 
environmental variations. 
 A series of observation and monitoring programs in the Third Pole region have been widely 
implemented, including the Himalayas Inter-disciplinary Paleoclimatic Projects (HIPPS), GEWEX 
Asia Monsoon Experiment on the Tibetan Plateau (GAME/Tibet), Coordinated Enhanced 
Observing Period (CEOP) Asian-Australian Monsoon Project on the Tibetan Plateau 
(CAMP/Tibet), the Pyramid Laboratory, Monsoon Asia Integrated Regional Study (MAIRS), 
Tibetan Plateau-Uplifting, Environmental Changes and Ecosystem (TiP), Climate and Cryosphere 
Programme (CliC), and Ice Core Climate Archive Recovery Activity (ICARA), among others 
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(http://www.tpe.ac.cn). More research programs are being introduced by scientists from various 
nations to observe and monitor regional environment and climate in the Third Pole region, on both 
a long-term and short-term basis. Yet for a comprehensive understanding of the mechanisms of 
environmental change and their impacts on the region, current observational resources need to be 
integrated and perfected, and research goals and approaches need to be updated and identified 
(http://www.tpe.ac.cn). The Third Pole Environment (TPE) Program was proposed by scientists 
(leading scientist Prof. Yao Tandong) from the Chinese Academy of Sciences.  
 The general goal of the TPE program is to attract relevant research institutions and academic 
talents to focus on a theme of “water-ice-air-ecosystem-human” interaction in the TPE, to reveal 
environmental change processes and mechanisms on the Third Pole and their influences and 
regional responses to global changes, especially monsoon systems, and thus to serve the 
enhancement of human adaptation to the changing environment and the realization of human–
nature harmony. The Scientific Goal of the TPE program is to reveal and quantify, from the 
perspectives of Earth system sciences, the interactions among the atmosphere, cryosphere, 
hydrosphere, biosphere and anthroposphere in the Third Pole region and their influences on the 
globe, in order to assess the likely future impacts of global change. 
 
 
OBSERVATION AND RESEARCH PLATFORM IN TPE 

With support from the Chinese Academy of Sciences and various agencies in the People’s 
Republic of China, a TPE Observation and Research Platform (TPEORP) is now being 
implemented and will focus on the land-surface processes and environment over the plateau, with 
an emphasis on atmosphere–land interaction. There will be 24 comprehensive observation and 
research stations in the TPEORP, of which 21 are in the Tibetan Plateau, China, and another three 
are in Tajikistan, Pakistan and Nepal (Fig. 1). TPEORP will be constructed at the end of 2012. 
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Fig. 1 TPE Observation and Research Platform (TPEORP). 

 
 
 Each station will include an atmospheric boundary layer (ABL) tower (or an automatic 
weather station (AWS)), a four-component radiation measurement system, a five-level soil 
moisture and soil temperature measurement system (SMTMS), and a sonic turbulent measurement 
system and CO2/H2O flux measurement system. 
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IN SITU DATA ANALYSIS  

The characteristics of the atmospheric turbulence and the radiation energy distributions and the 
structure of the ABL are analysed in this section by using the data observed from a GPS radio-
sonde system (MW21 digiCorA III, Vaisala Company), four components radiation system (CNr-1, 
Kipp & Zonen Company) and a sonic turbulent measurement system (CSAT3, Campbell 
Company) in the TPEORP stations.  
 
Diurnal and inter-monthly variation of local radiation fluxes and land surface heat fluxes 

The field data observed at three stations (Nam Co Station-NAMOR, Mt Everest-Qomolangma 
Station-QOMS and Linzhi Station-SETS) of the TPEORP under a clear day in 2007 is used in this 
section. The distribution of radiation fluxes is shown in Fig. 2. 
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Fig. 2 The inter-monthly variation of radiation fluxes at the TPEORP stations (Nam Co Station-
NAMOR, Mt Everest-Qomolangma Station-QOMS and Linzhi Station-SETS). DR: downward short-
wave radiation, DLR: downward long-wave radiation, ULR: upward long-wave radiation, UR: upward 
short-wave radiation, and Rn: net radiation. 
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 The results show that: (1) The inter-monthly variation of the downward short-wave radiation 
flux was very obvious. The summer values were much larger than those in winter, and reached the 
minimum value around December. Although the upward short-wave radiation had different values 
in different months, their inter-monthly variations were not clear (Fig. 2); (2) The downward short-
wave radiation reaches about 1200 W/m2 or more at local noon on fine days in summer. The 
transmission rate of incoming solar radiation from the top of the atmosphere was estimated to be 
about 85% in cloudless conditions. The values are about 10–15% greater than those observed at a 
typical sea level station. It is due to the high altitude of three TPEORP stations, thus a shallower 
atmospheric layer between the top of the atmosphere and the ground surface (Fig. 2); (3) The inter-
monthly variation of the upward long-wave radiation flux was obvious. The summer values were 
larger than those in winter, and reached the minimum value around December. This means that in 
summer the surface temperature is higher than those in winter. Although the values of downward 
long-wave radiation flux in summer is a little higher than those in other months, their inter-
monthly variations were not clear (Fig. 2); (4) The diurnal variations of downward short-wave 
radiation, upward short-wave radiation and upward long-wave radiation were very obvious, and 
the diurnal variation of downward long-wave radiation was not clear, especially during the pre-
monsoon period(Fig. 2); (5) The diurnal variation and inter-monthly variation of the net radiation 
flux was very obvious. The summer values were much larger than those in winter, and reached the 
minimum value around December (Fig. 2); (6) Sensible heat and latent heat fluxes play different 
roles in the partition of net radiation flux in different months in the Tibetan Plateau. In other 
words, sensible heat flux plays the main role in winter and latent heat flux plays the main role in 
summer and autumn; (7) The land surface is a very strong heating source in the day time, but is a 
weak surface heating sink in the night, but the daily mean is a strong surface heating source;  
(8) The surface heating densities in summer are much larger than those in winter, and reach the 
minimum value around January. In other words, the surface of the Tibetan Plateau is a strong 
heating source in summer and it is a weak heating source in winter; and (9) Surface albedo over 
the Tibetan Plateau has different values in different seasons; it is higher in winter and spring and 
lower in summer and autumn.  
 
The parameters of land–atmospheric interaction 

The aerodynamic roughness length z0m, thermodynamic roughness length z0h and the excess 
resistance to heat transfer, kB-1 are very important parameters in the determination of the land 
surface heat fluxes. They were determined by using the in situ data observed in the three stations 
(Nam Co Station-NAMOR, Mt. Everest-Qomolangma Station-QOMS and Linzhi Station-SETS) 
of the TPEORP and the method presented by Ma & Tsukamoto (2002).  
 The results show that: (1) The aerodynamic roughness length z0m and the thermodynamic 
roughness length z0h are significantly different over the different land surfaces of the Tibetan 
Plateau. z0h is one magnitude smaller than z0m. This means that both the aerodynamic and 
thermodynamic characteristics of the land surface have effects on z0m and z0h; (2) The excess 
resistance to heat transfer, kB-1, has obvious diurnal variation over the Tibetan Plateau (Fig. 3), i.e. 
the kB-1 values derived by researchers in other areas cannot been used directly in the numerical 
simulation and the procedure of satellite remote sensing parameterization over the Tibetan Plateau 
area, as different values of kB-1 should be used at different times of the day. 
 
The structure of the atmospheric boundary layer 

There are constant layers of wind velocity, air humidity and potential temperature in the 
convective boundary layer (CBL) over the homogeneous land surfaces (Garratt, 1992). The mixed 
layer (ML) top was identified as the lowest level of an inversion in potential temperature, which 
capped a mixed layer of nearly uniform potential temperature (Stull, 1988). The constant layers of 
potential temperature were found over the grass land of the Tibetan Plateau, Gobi Desert and oases 
in Gansu Province, a northwest region of China (Ma et al., 2008). The landscape of the Third Pole 
area is very complex. At this time, our understanding of the vertical atmospheric structure above 
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Fig. 3 The diurnal variations of kB-1 over the three stations (Nam Co Station-NAMOR, Mt. Everest-
Qomolangma Station-QOMS and Linzhi Station-SETS) of the TPEORP. 
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Fig. 4 Temporal variations of potential temperature from 25 February to 5 March 2008 at Gerze station 
in the western Tibetan Plateau. Each day there are releases at 01:00 h, 07:00 h, 13:00 h, 19:00 h local 
time (LT). 

 
 
 
this area, such as the vertical profile of potential temperature and the dimensions of the boundary 
layer and its relation to supra-regional circulation, is limited, aggravated by local topographic and 
glacier wind effects.  
 Using the data observed from GPS radio-sonde system, it is found that there is a very clear 
constant layer of potential temperature existing on the northern slope of the Mt Qomolangma area 
at around 12:00 h (Beijing Standard Time, BST) in May 2007 and in the Gerze station (32.17°N, 
84.03°E, 4415 m) in the western Tibetan Plateau from 25 February to 5 March 2008 (Fig. 4). This 
means that the ABL theory can be used in these two areas, even though the landscape in the region 
is very complex.  
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DISTRIBUTION OF REGIONAL LAND SURFACE HEAT FLUXES AND SURFACE 
HEATING FIELD 

The study on the regional surface energy partitioning and its inter-monthly variation is of 
paramount importance over the heterogeneous landscape of the Tibetan Plateau and surrounding 
area (e.g. Third Pole area). Therefore, we will try to derive the regional land surface heat fluxes by 
using the ASTER data, Landsat-7 ETM data, MODIS data and the field observational data. Here, 
“Regional” land surface heat fluxes are not “aggregated” fluxes (Batchvarova et al., 2001), but 
surface flux fields or surface heat fluxes on each pixel of ASTER images, Landsat-7 ETM images 
and MODIS images. 
 The methodology to determine regional land surface heat fluxes over the Tibetan Plateau was 
proposed using ASTER data, Landsat-7 ETM data, MODIS data and field observations (Ma & 
Tsukamoto, 2002; Ma et al., 2002a,b; Zhong et al., 2010). The surface reflectance for short-wave 
radiation (r0) and land surface temperature (Tsfc), are retrieved from ASTER data, Landsat-7 ETM 
data and MODIS data with atmospheric correction by using the radiative transfer model 
MODTRAN (Berk et al., 1989), four-stream radiative transfer assumption (Verhoef, 1997) and 
aerological observational data. The radiative transfer model also computes the downward short- 
and long-wave radiation at the surface. With these results the surface net radiation flux (Rn) is 
determined. The surface soil heat flux (G0) is estimated from Rn, Tsfc, r0 and MSAVI (Modified 
Soil Adjusted Vegetation Index, Qi et al., 1994) which is also derived from ASTER data, Landsat-
7 ETM data or MODIS data. Sensible heat flux (H) is estimated from Tsfc, surface and aerological 
data with the aid of the so-called “blending height” approach (Mason, 1988), and regional latent 
heat flux (λE) can be derived as the residual of the energy budget theorem for the land surface. 
 The regional distributions of land surface variables (surface reflectance and surface 
temperature), vegetation variables (MSAVI, vegetation coverage (Pv) and leaf area index (LAI) and 
land surface heat fluxes were derived (figures are omitted here). The land surface heat fluxes 
derived from satellite data were also compared with the field measurements at TPEORP stations. 
The field observational data, which are used for validation here, were measured at the time of 
satellite over pass or 10-minutes averaging value around that time. The absolute percent difference 
(APD) was computed as a quantitative measure of the difference between the derived results on 
No. i point (Hderived(i)) and the measured value on No. i point (Hmeasured(i)) of one scene, as;  

)(measured

)(measured)(derived

i

ii

H

HH
APD

−
=  (1) 

 The results show that: (1) The derived surface variables (land surface reflectance and surface 
temperature), vegetation variables (MSAVI, Pv and LAI) and surface heat fluxes (net radiation flux 
(Rn), soil heat flux (G0), sensible heat flux (H) and latent heat flux (λE)) in different months over 
the study area show a wide range of values due to the strong contrast of surface features. Surface 
reflectance, surface temperature and sensible heat flux around the lake in the distribution maps are 
much higher in summer (June, July and August), and at the same time, net radiation flux, soil heat 
flux and latent heat flux are lower in the area. The reason is that around most of the lake area is 
desertified grass land; (2) The derived pixel value and average value of surface temperature, net 
radiation flux, soil heat flux and latent heat flux in June, July and August are higher than that in 
December and March. This means that there is much more evaporation in summer than in winter 
and spring in the northern Tibetan Plateau area. It also highlights that the surface heating field (Rn 
– G0 = H + λE) in summer (1 August) is much higher than it in winter (30 January) and spring  
(15 April) in the Tibetan Plateau area, but the sensible heat flux is the main role in the distribution 
of the net radiation flux in winter and spring; (3) During the experimental periods, the derived net 
radiation flux was larger than that in the HEIFE area (Ma et al., 2002b) due to the high altitude 
(the higher value of downward short-wave radiation) and land surface coverage of grassy 
marshland (the lower value of the upward long-wave radiation) in this area; (4) Even the 
resolutions of ASTER and Landsat-7 ETM are different with from MODIS, and the derived results 
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here are also comparable to those derived from MODIS data around the relatively homogeneous 
sites of the CAMP/Tibet area and the whole Tibetan Plateau area; (5) The derived surface 
reflectance and surface temperature in this research are close to the field measurements with APD 
less than 9.0%. The derived net radiation flux over the study area are very close to the field 
measurement with APD less than 8.0%; (6) The difference between the derived surface heating 
field and the field observation APD is less than 10% (Fig. 5). The mean surface heating field over 
the Tibetan Plateau area is increasing from January to April, October and August; the values are 
315.57 W m-2, 362.50 W m-2, 374.05 W m-2 and 454.47 W m-2, respectively; and (7) The derived 
regional sensible heat flux and latent heat flux with APD less than 9.5% at the validation site in the 
CAMP/Tibet area is close to the field measurements. It is pointed out that the proposed 
parameterization methodology for sensible heat flux and latent heat flux is reasonable, and it can 
be used over the northern Tibetan Plateau area.  
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Fig. 5 Comparison of derived results with field measurements for the surface heating field over the 
Tibetan Plateau area, together with a 1:1 line. 

 
 
CONCLUDING REMARKS 

In this paper, the background of the TPE establishment and the establishing and monitoring plan of 
long-term scale of the TPE were introduced first. Then the preliminary observational analysis 
results, such as the characteristics of land surface fluxes partitioning (diurnal variation, inter-
monthly variation and inter-annual variation), the structure of ABL and the parameters of land–
atmospheric interaction, were shown in this paper. The regional distribution of surface heat fluxes 
(net radiation, soil heat flux, sensible heat flux and latent heat flux) and surface heating field 
derived from satellite remote sensing data were also shown by using ASTER data, Landsat-7 ETM 
data, MODIS data and field observations. The results are in good agreement with field 
observations. In other words, the regional land surface heat fluxes and surface heating field over a 
heterogeneous landscape can be determined by using satellite remote sensing and atmospheric 
boundary layer observations. 
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 All the results in this paper are taken from the stations and meso-scale area over the Tibetan 
Plateau, or the whole Tibetan Plateau area. In order to up-scale the land surface heat fluxes and 
surface heating field to the whole heterogeneous landscape of the Third Pole region, more field 
observations and more satellite data should be used in the future. The proposed parameterization 
methodology should also be improved to determine the regional land surface heat fluxes and 
surface heating field over whole Third Pole region. 
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Abstract Knowledge of the spatial and temporal patterns of root zone soil moisture is crucial for 
agronomical and water resources management. In this study, multiple data sources, including remotely 
sensed surface soil moisture retrieved from the European Remote Sensing Satellite-1/2 scatterometer 
(SCAT), soil moisture simulated by the VIP (Vegetation Interface Processes) eco-hydrological dynamical 
model, and in situ soil profile measurements were employed to assess root zone soil moisture over the 
Baiyang Lake Basin, north China. Correlation coefficients between the SCAT surface soil moisture dataset 
and VIP simulation in four seasons varied from 0.47 to 0.66 (p < 0.01). General agreement among remotely 
sensed retrieval, the eco-hydrological model prediction and in situ measurements shows the potential of the 
scatterometer for routine acquirement of surface soil moisture patterns in the study area. In addition, the 
overall agreement between VIP predicted root-layer soil moisture and in situ measurements confirms the 
reliability of using the VIP model for root-layer soil moisture monitoring at seasonal scales.  
Key words  root zone soil moisture; scatterometer; VIP model; north China  
 
 
INTRODUCTION 

Root zone soil moisture (RZSM) significantly affects surface energy partitioning, water cycling and 
crop production. Long-term RZSM time series are especially valuable for predicting trends in the 
soil water environment and understanding the impacts of global warming and land-use/cover change 
on hydrological and ecological processes, yet are harder to acquire than the surface soil moisture, as 
most of the remote sensors can only retrieve moisture information in the topmost soil layer. 
 Data from multiple sources, including remote sensing, simulation and in situ measurements, 
were used to obtain long-term surface soil moisture content in the Loess Plateau (Liu et al., 2009). 
Remote sensing techniques, especially microwave sensors, provide powerful tools in monitoring 
surface soil moisture (SSM) over large heterogeneous areas under almost all weather conditions, 
and have been broadly used (Albergel et al., 2008; Naeimi et al., 2009; Brocca et al., 2010; Lacava 
et al., 2010). The global RZSM data series is under preparation by the global soil moisture team at 
the Technical University of Vienna, Austria.  
 Due to the coarse resolution of remotely sensed RZSM, getting the information of RZSM in a 
catchment in high resolution is still a pressing issue. In this paper, RZSM in the semi-humid 
Baiyang Lake Basin, north China is simulated by VIP, a physical process-based eco-hydrological 
dynamic model. It is then compared at both point scale and regional scale with the RZSM derived 
from ERS scatterometer data by the filter method proposed by Wagner (2002).  
 
 
STUDY SITE 

Baiyang Lake watershed is located in north China, where elevation steps down from Taihang 
Mountain (approximately 2627 m a.m.s.l.) in the northwest to the piedmont alluvial plain in the 
southeast. Soil texture mainly includes loam, sandy and clay loam. Accordingly, grassland, shrub 
and forest dominate the mountainous area, while cropland and urban are the principal land uses in 
the plain area (Fig. 1). The prevailing cropping system is the rotation of winter wheat and summer 
maize. Meteorological records for the last 50 years show annual mean temperatures of 6.8~12.7°, 
and precipitation of 548 mm, with the peak frequency of rainfall in June to August, providing 80% 
of the annual amount in the study basin. 
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(a) (b) 

Fig. 1 DEM (a) and land-use (b) maps of the Baiyang Lake Basin. 
 
 
METHODOLOGY AND DATA 

Model description 

The Vegetation Interface Processes (VIP) model, a process-based eco-hydrological model, is 
employed for soil moisture simulation here (Mo et al., 2004). The ecological and hydrological 
processes are modelled by implementing a coupled 1-D soil–vegetation–atmosphere transfer 
(SVAT) scheme and remotely sensed vegetation index. In the model, soil water movement is 
simulated with the discrete Richards equation in three layers (2 cm, 100 cm, 60 cm) and energy 
fluxes are described with a two-source scheme discerning canopy and soil surface. Remotely 
sensed vegetation information from Terra-MODIS is used to describe the dynamics of vegetation 
characteristics. 
 
ERS-1/2 SCAT derived soil moisture 

The scatterometer (SCAT) on board the European Remote Sensing Satellite-1/2 (ERS-1/2) detects 
the radar backscattering coefficient, which is employed in the change detection method (Wagner et 
al., 2003) to eliminate the effects of vegetation cover. The final products are a relative measure of 
surface soil moisture ranging from 0 (dry condition reference) to 100 (wet condition reference) 
obtained by scaling normalized backscatter between the historically lowest and highest values, and 
re-sampled to approximately 12.5 km.  
 A semi-empirical exponential filter expressed in equation (1) is used to convert the surface 
saturation degree ms(ti) (<2 cm) retrieved from remote sensing at time ti into a Soil Wetness Index, 
SWI(t) at time t, if at least four measurements have been recorded within the most recent period  
[t–T, t], and taking all measurements within a period [t–3T, t] into calculation (Wagner et al., 
2002; Ceballos et al., 2005). In application, determination of the response time T is a crucial step, 
which is affected by the inter-annual climatic variability and weakly related to soil properties (clay 
and sand fractions, etc.) (Albergel et al., 2008). Here, the time parameter T is calibrated as 20 to 
estimate the wetness condition at a depth of 100 cm. 
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Meteorological and soil moisture measurements 

In situ measurements, required as input to the VIP model, including daily precipitation, sunshine 
duration, maximum and minimum air temperature, humidity, air pressure, and wind speed, are 
recorded at eight national meteorological stations in and around the Baiyang Lake Basin. Relative 
soil moisture (a ratio of measured soil moisture to field capacity, Liu et al. (2008)) at depths of 10, 
20 and 50 cm in the first, second and third 10-day periods from Hejian agro-meteorological station 
in the southeast of Baiyang Lake Basin is used for validation at the point scale. 
 
Irrigation set-up 

Irrigation amount per hectare was estimated from data collected from the Rural Statistic Annals of 
Hebei Province (2006), and irrigation amount was evenly assigned among seedling, recovering, 
heading and maturity stages of winter wheat, as well as seedling stage of summer maize, if soil 
water content at these critical growth stages was below 60% of field capacity.  
 
 
RESULTS  

Credibility of SCAT SSM 

Due to temporal discontinuity of scatterometer measurements, the SCAT SSM dataset for 2006 is 
selected to compare with measured daily precipitation as a preliminary evaluation of the credibility 
of scatterometer data in the basin. Generally, the temporal pattern of soil moisture closely follows 
the monsoonal precipitation distribution.  
 
Patterns of VIP prediction and SCAT SSM 

Daily soil moisture in 2006 with favourable data integrity is simulated by the VIP model with 
1 km resolution. Regional surface soil moisture on representative days of four seasons is illustrated 
in Fig. 2. The values were divided by the field capacity of each pixel according to mechanical 
composition (from Environmental and Ecological Science Data Centre for West China) for better 
display effects. It is obvious that surface soil moisture during the summertime exhibited the 
opposite spatial pattern to the other three seasons. In summer, much more homogeneity with 
higher wetness conditions of top-layer soil moisture appeared in mountainous areas, whereas in 
spring and autumn the moisture shows a higher gradient from the piedmont plain to mountainous 
areas than summer. The wetness discrepancy along the piedmont plain is clear in most cases, and 
this feature is altered by the monsoon controlled intensive precipitation from June to August. 
 By comparing Fig. 2 with the interpolated SCAT surface soil moisture map (Fig. 3), it can be 
inferred that VIP predictions of surface soil moisture are in strong consensus with SCAT 
measurements. In the three seasons other than summer, the southwest–northeast belt along 
Taihang Mountain is also easily identifiable, and high value centre alongside Baiyang Lake in the 
southeast region is depicted in winter (Fig. 3(a)). In summer, the consistency between VIP 
simulation and microwave data is acknowledged in detecting high values in the northeast and low 
values in the south (Fig. 3(c)). 
 The scatterometer dataset is represented as a percentage between driest and wettest conditions, 
while in situ soil moisture is recorded as a ratio of measured soil moisture to field capacity. In 
order to conduct the inter-comparison between the three datasets, both the modelled and in situ 
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Fig. 2 VIP simulated surface soil moisture in 2006: (a) 31 January; (b) 17 April; (c) 13 August;  
(d) 28 October.   

 
 

 
Fig. 3 Interpolated SCAT surface soil moisture with Kriging method in 2006: (a) 31 January;  
(b) 17 April; (c) 13 August; (d) 28 October.   

 
 

        

(b) (a)

              
Fig. 4 Comparison of SCAT surface soil moisture with VIP simulation in all grids across the Baiyang 
Lake Basin in 2006: (a) 31 January; (b) 17 April; (c) 13 August; (d) 28 October.  

(c) (d) 

 
 
data are scaled to the scatterometer dataset range, expressed as relative soil moisture (Liu et al., 
2009). Secondly, the spatial discrepancy of the model results and remotely sensed data is resolved 
by aggregating all simulations that fall in the corresponding SCAT grid. Then, we get a 
preliminary comparison, as shown in Fig. 4. It is found that throughout four seasons, the 
correlation coefficient (R) between VIP predicted SSM and ERS saturation degree varies from 
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0.47 to 0.66, whereas the correlation is relatively weak in spring and winter due to low surface 
wetness or snow cover, while in summer, dense vegetation may also weaken the correlation (p < 
0.01 for all four seasons). 
 At point scales, the time series of surface soil moisture from SCAT retrieval, VIP simulation, 
and ground measurements in 2006 are demonstrated in Fig. 5. It is clear that SSM predicted by the 
VIP model quickly responds to rainfall and irrigation, as it increases dramatically when irrigations  
in March and April occur with dry antecedent conditions. Ground observation at a depth of 10 cm 
approximately follows the fluctuation patterns. 
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Fig. 5 Time series of surface soil moisture from SCAT retrieval, VIP simulation, in situ measurements 
and daily precipitation in 2006. 

 
 
VIP simulated and SCAT derived root zone soil moisture 

The maps of root zone soil moisture simulated by VIP for the four seasons (figure not shown here) 
are similar compared to surface soil moisture patterns. However, distinctive differences between 
mountainous areas and alluvial plains still feature in spring, autumn and winter; and with the 
supply of Baiyang Lake water, adjacent areas exhibited obvious higher root-layer water content. In 
summer, precipitation dominates the spatial distribution of root-layer water content, since 
infiltration rate determines the replenishment of the root-layer soil.  
 Retrieved root-layer soil moisture in spring and autumn is consistent with VIP model 
predictions, showing significant correlation (R2 are 0.31 and 0.45 separately, with p < 0.01). 
However, the correlations are poor in winter and summer, with R2 of 0.02 and 0.01, respectively. 
The moisture shows a narrow range of spatial variability due to low precipitation and frost in the 
wintertime. Also, snow cover is a crucial factor biasing remote sensing retrieval. Propagation of 
uncertainties due to high vegetation fraction spread from surface to root-layer moisture lead to low 
correlation with model prediction in summertime. 
 Note that different responding time parameters will result in various lag time intervals 
between external replenishment and root zone response, and the calibrated value 20 conforms to 
the general pattern of soil moisture transfer velocity under local weather processes. From Fig. 6, it 
can be seen that all three datasets display much smoother temporal trends than surface soil 
moisture. In VIP simulation, the rapid increases resulted from intense rainfall events or irrigations 
are still discernable. In situ measurements at 20 and 50 cm depths display relatively consistent 
distribution with the model predictions, but in a wider fluctuation amplitude. 
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Fig. 6 Time series of root zone soil moisture from SCAT dataset, VIP simulation, ground measure-
ments and daily precipitation in 2006.  

 
 
CONCLUSIONS 

In this paper, the results of the VIP model prediction are validated with ground measurements and 
ERS scatterometer data of surface and root-layer soil moisture time series in the Baiyang Lake 
Basin.  
 Overall, the model simulation shows a general consistency with the scatterometer dataset, 
having correlation coefficients from 0.47 to 0.66 throughout the four seasons; the correlation is 
enhanced in autumn, but decreased in summer and winter. Exponential-filter based root-layer soil 
moisture from SCAT data shows similar seasonal variation with the VIP simulation. However, the 
filtered data are less reliable on account of snow effects in winter and dense vegetation cover 
during summertime owing to the propagation of unreliable surface information. The close 
temporal consistency of model predicted root-layer soil moisture and ground truth showed the 
potential of the VIP model to simulate the root zone soil moisture for the Baiyang Lake Basin. 
Considering heterogeneity of soil moisture, for better estimation of RZSM the fusion of remotely 
sensed moisture with process-based models and in situ measurements still needs to be further 
explored. 
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Abstract Many canal irrigation systems in southern China are supplemented by numerous surface storages, 
which are often connected to one another, leading to improved flexibility in managing water. This study 
aims to examine the role of storage cascades in capturing and re-using return flows through water balance 
modelling based on satellite and field observations. The weather data, irrigation application, and pond water 
level have been monitored in two selected cascades, and a water balance model is developed to account for 
the dynamic water balance with inputs from remote sensing and GIS analysis. The results showed that, on 
average, each storage structure is connected to 4.8 others, facilitating intense water re-use in the region. The 
return flows captured by cascades account for up to 20% of irrigation diversions. However, there are 
significant losses during the redistribution processes. Remote sensing and GIS-based analysis have proved 
powerful techniques in parameterizing complex hydrological processes. 
Key words  irrigation system; tank cascade; water balance; remote sensing  
 
 
INTRODUCTION 

The irrigation sector is the single biggest consumer of freshwater resources. While “real” water 
saving is still difficult to measure, water saving irrigation itself is becoming an imperative for an 
increasingly water-scarce world. The ever-rising pressure on water resources is pushing 
agricultural water users to adapt to water scarcity by producing more food with less water, which 
requires both technical upgrades and institutional reform.  
 Hydrology in irrigated areas is strongly affected by irrigation and drainage practices, which 
makes it extremely difficult to model the dynamic water cycling processes (Kite & Droogers, 
1999). The existence of local storages such as small reservoirs/tanks and ponds adds extra 
complexity to the system as they often function as water collectors and distributors, which makes 
it possible for water losses upstream re-use downstream (Roost et al., 2008b). The local storages 
can either be operated separately or through connection to main irrigation canals, which forms the 
so-called melon-on-the-vine system in China (Wang, 1984). Such systems provide added 
flexibility to irrigation and drainage management.  
 Assessing water re-use through effective water accounting helps to assess irrigation 
performance, and to identify irrigation potential. It is especially helpful to understand real water 
saving as water re-use is considered. This paper describes a water accounting approach to analyse 
water re-use through local storages. Evapotranspiration (ET) estimation from remote sensing is 
combined with field hydrometric observations to close the water budget.  
 
 
STUDY SITE AND FIELD MONITORING SCHEME 

The Zhanghe Irrigation System (ZIS), served by a 2 billion m3 multipurpose reservoir, is located in 
the Yangtze River basin, central China. The geographic extent of the system is 5540 km2, which is 
mainly laid out in hilly areas. The area receives an average annual rainfall of 960 mm, close to 
60% of which occurs between May and September. Around 29% of the command area was 
designed to be irrigated with supply from the reservoir. However, the actual irrigated area has 
shrunk significantly. The rotation of irrigated rice in summer and rainfed rapeseed in winter is the 
predominant cropping pattern in the region.  
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 The system is characterized by numerous local storages, including small- to medium-sized 
reservoirs, in addition to the main reservoir. It was reported there were 31 150 ponds and 9 
medium reservoirs in the command area of the third main canal of ZIS alone. The storage capacity 
of these ponds totals 106 million cubic metres (m3), which accounts for 60% of the annual average 
irrigation water supply from the main reservoir. These storages, scattered throughout the system, 
play a key role in capturing runoff and providing irrigation at dry spells (Roost et al., 2008a).  
 Field monitoring schemes were set up for three farm ponds. The ponds were connected to one 
another with a drainage canal running through paddy fields, forming a pond cascade system 
(Fig. 1). Water depth at each pond was measured daily. Weather data including temperature 
(minimum, maximum, average), humidity, sun hours, precipitation, and pan evaporation was 
recorded at an irrigation experiment station 1 km away. Irrigation inflows were measured at canal 
outlets.  
 
 

 
Fig. 1 Schematisation of the pond cascade. The three ponds were connected to each other and the 
downstream ponds collect return flows from their catchments and upstream ponds. 

 
 
MODELLING WATER REUSES OF THE POND CASCADE SYSTEM 

Water balance and re-uses model 

Water movements in the pond cascade irrigation system involve complex processes. Figure 1 
illustrates that in addition to the rainfall–runoff process, there is another process of runoff being 
captured and redistributed. Ponds in this case act as regulators controlling water movements and 
consumption. Jayatilaka et al. (2003) estimated pond water balance using a simplified approach to 
determine water availability in an irrigation tank cascade system. This study modified the model to 
account the daily water balance for the three monitored ponds as expressed in equation (1): 

IrriVLAEInARVV iii −⋅−⋅−+⋅+=+ 01  (1) 
where Vi+1 and Vi are pond water volumes of day i+1 and day i, respectively (in m3); R is direct 
rainfall (m) on pond surface; A is pond surface area (m2); In is the total of surface and subsurface 
inflow to the pond on day i; E0 is open water body evaporation (m); L is the coefficient of water 
losses due to percolation and seepage (m3) and Irri is pond irrigation release on day i  (m3). In 
equation (1) daily irrigation release is measured and water volume is calculated using a depth–
volume rating curve. We used rainfall and pan evaporation measurements from the nearby station 
directly. Two variables, viz. daily inflow and percolation and seepage losses, then remained to be 
determined. The percolation and seepage losses could be estimated based on dry spell data. During 
dry spells there is no surface flow into the pond and subsurface inflow reaches minimum values 
(base flow). However, this baseflow makes no impact on pond water balance as there is always 
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outflow from the pond. Therefore the percolation and seepage losses excluding base flow could be 
estimated assuming zero inflow during a dry spell. As ponds are often small in size and the rice 
growing season is limited to approximately 3 months with similar weather conditions, this loss rate 
is assumed to be constant all through the rice growing season. This leaves In as the only variable 
to be solved to balance equation (1).  
 Water movement in the pond cascade system involves many complex processes. A significant 
amount of water, both from irrigation supply and rainfall, is captured and consumed through 
evaporation or transpiration, or lost to deep percolation. Some water, however, travels through 
fields and natural landscapes and joins the drainage networks, and is then captured by local 
storages such as ponds. The same process occurs again further downstream when the water is 
distributed from the pond. This continuous process is illustrated in Fig. 1 (right). The amount of 
returned flows captured by ponds can be estimated using equation (2) (Cai et al., 2007): 
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where Qr is the accumulated return flows captured by ponds given q metres of water input 
(including irrigation and rainfall), M is the length of pond cascade or number of ponds connected 
to each other, Am is the catchment area of pond number m, ndpm is the number of downstream 
ponds of the same pond; it also represents the probability of being captured again by downstream 
ponds, η is the coefficient of returns of an individual pond; it is calculated as pond inflow divided 
by catchment inflow, and μ is the pond water supply efficiency, which is calculated as pond water 
supply divided by total water inflow to the pond. 
 
Remote sensing and GIS analysis for model parameterization 

Pond cascades were identified through interpretations of high resolution images and GIS spatial 
analysis. High resolution images from IKONOS (Roost et al., 2008a) were used to delineate pond 
surface area and land use of the catchments. The one metre resolution image acquired on 12 June, 
2002 provides good details to identify boundaries of ponds and farm fields over the area of 
100 km2 that it covers. A Digital Elevation Model (DEM) of 25 m in resolution was used to extract 
the catchment boundary of each pond (Roost et al., 2008a). The pond cascades were identified 
through topology analysis of the catchment polygons. The basic theory is that if one polygon is 
contained by another, then the pond corresponding to the former falls in the catchment of the pond 
corresponding to the latter. The analysis was performed in the ARCGIS platform until all 
catchment polygons are exhausted. 
 Actual ET was estimated by integrating weather data and Landsat ETM+ images. Daily crop 
potential ET was estimated using the United Nations Food and Agriculture Organization (FAO) 
standard approach with weather data from the nearby station. The daily potential ET values 
provide a good indication of temporal variation in crop water consumption under ideal conditions. 
However, the actual crop conditions vary significantly. There are also large non-cultivated areas 
which consume water at different rates. To understand the spatial distribution of ET, the 
Simplified Surface Energy Balance (SSEB) algorithm (Senay, 2007) was used to estimate actual 
ET using a Landsat ETM+ image acquired at the peak rice growing season (a detailed description 
is beyond the scope of this paper, but can be found in Cai & Cui (2009)). Assuming a fixed 
distribution of ET over the rice growing season, the seasonal ET of each grid is calculated. 
 
 
RESULTS 

Dense distribution of ponds is found in the study area and they are well connected. Results show 
2795 storages exist within an area of 71 km2, 93% of which fall in one or more pond catchments. 
This number is reduced to 2139 when nearby storages (within 5 m distance) were merged. About 
96% of the ponds are within the catchment boundaries of other ponds. The average length of pond 
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cascades is 5.75 m, with the longest found to be 17 m. The spatial distribution of ponds showed no 
apparent pattern, but the length of pond cascades, which indicates the hydrological connectivity of 
ponds, shows a declining trend when slope increases (Fig. 2).  
 
 

  
Fig. 2 The characteristics of pond cascades in the study site, (a) spatial distribution of number of 
downstream ponds (NDP, NDP = cascade length – 1), (b) pond density (number per km2), and (c) slope 
(degree). 

 
 

 
Fig. 3 Observed daily water volume, irrigation and rainfall of pond number 2. 

 
 
 Daily water balance components of pond number 2 are plotted in Fig. 3. The study area 
received two irrigation supplies: one in June and one at the end of July/beginning of August. The 
pond water volume curve is responsive to irrigation supply and rainfall events. A dry spell was 
found in September, which lasted for 3 weeks. The percolation and seepage coefficient is 
estimated to be 0.9%, 1.5%, and 1.3% for the three ponds, respectively.    
 Water balance of the three ponds for the rice growing season is summarized in Table 1. The 
gross inflow (rainfall plus irrigation) to the cascade catchment is 873 mm. The average return 
coefficients of individual pond for rainfall and irrigation are 20.9% and 16.1%, respectively. The 
return coefficient of irrigation is only slightly lower than that of rainfall, indicating a mismatch 
between irrigation supply and field crop water requirement. Excess irrigation is the major reason, 
while the less than optimal timing of irrigation delivery also contributes to the problem. Pond 
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Table 1 Summary of pond water balance and the return flows. 
Percolation Rainfall Irrigation Irrigation 

release 
Pond 
ID 

V Am N* E0 

L Depth Depth Returns η Depth Returns η Depth % to 
returns 

 m3 m2  (mm) % (mm) (mm) (mm) % (mm) (mm) % (mm) % 
1 2372 20230 1.95 36.6 0.9 67.2 467.2 132.5 28.4 405.8 95.9 23.6 124.2  54.4 
2 4100 96440 2.66 18.7 1.5 30.4 467.2 61.1 13.1 405.8 52.0 12.8 57.1  50.5 
3 21603 235920 1.59 14.0 1.3 116.1 467.2 97.8 20.9 405.8 48.1 11.9 46.7  32.0 
Avg. 9358 117530 2.07 23.1 1.2 71.2 467.2 97.1 20.8 405.8 65.3 16.1 76.0  45.6 
Note: * is the number of refills for ponds. 

 
 
number one has a much higher coefficient of returns. This is because this pond has a lower 
percentage of paddy fields (high water consumption) in its catchment. This pond also serves as a 
fish pond. Farmers were more actively engaged in the pond management.  
 The total water returns of the pond cascade are calculated by replacing variables with the values 
given in Table 1. The accumulated return flows from rainfall (Qr-ra inf all) and irrigation  
(Qr-irrigation) are 126.1 mm and 85.2 mm, respectively. The coefficients of returns for rainfall and 
irrigation are 27.1% and 20.7%, respectively. Both figures are higher than those of individual ponds. 
 Pond water capture and supplying capacity can also be estimated for the study area. The total 
water captured by ponds is calculated by multiplying pond storage capacity by number of refills. 
The total pond storage is estimated to be 11 162 255 m3 (Roost et al., 2008a). The total water 
captured by ponds is then estimated to be 23 105 868 m3. In Table 1, the effective water supply by 
ponds is estimated to be 45.6% of captured water. Hence the effective irrigation supply by all 
ponds in the study area is 10 536 276 m3, which accounts for 21.8% of irrigation supply to the 
study area.    
 
 
DISCUSSIONS AND CONCLUSIONS 

Local storages, such as ponds, are important sources of irrigation water supply to sustain crop yields 
and make more efficient use of water. The highly distributed ponds supplement the main irrigation 
canal and form a powerful water recycling mechanism. In this study area the canal operations are 
less than optimal, as indicated by runoffs generated from excess irrigation supply. However, the 
ponds capture return flows and make the water available again to downstream users, which 
significantly improves water use efficiency. Conventional irrigation efficiency estimates only take 
into account irrigation canal to field applications, hence completely omitting water re-use. 
 The cascade system greatly improves the flexibility of ponds and their capacity to capture and 
supply water. The ponds are often naturally connected to each other through invisible drainage 
networks. This hydrological connection, as is often ignored in formal management plans, not only 
helps in water saving at field scales, but also up-scales to improve system level water management 
performance. Good irrigation water management comes not only from the supply side, but also 
from small users. Appropriate facilities, together with matching management practices, form the 
key to achieve better irrigation water management.  
 There are also a number of issues to be considered for the development of local storages. It is 
observed that the more ponds are interconnected, the more powerful they are in recycling water. 
However, more ponds also mean more open water evaporation. In this study the E0 from the ponds 
accounts for 14% of the total inflow. This non-beneficial consumption has to be balanced with the 
positive contribution of ponds. The economic returns of pond construction also need to be 
assessed. The density of ponds in the study area reaches 39 per km2. Further increases in the 
number of ponds will probably reduce inflows to the existing ponds, hence reducing their 
performance. 
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 Remote sensing and GIS analysis are useful tools to parameterize hydrological models. The 
basic land use features supplemented by GIS spatial analysis makes it possible to identify pond 
cascades which are often limited to the spatial extent of less than 1 km2. Remote sensing based ET 
estimates also enables evapotranspiration to be more precisely calculated – a key component of the 
water balance.  
  
 
REFERENCES 
Cai, X. L., Cui, Y. L., Dai, J. F. & Luo, Y. F. (2007). Small storage based return flows estimation and evaluation in melon-on-

the-vine irrigation system. J. Wuhan University (Engng edn) 40(2), 46–50. 
Cai, X. L. & Cui, Y. L. (2009) A simplified ET mapping algorithm and the application in Zhanghe Irrigation District. J. Irrig. 

Drain. 28(2), 51–54. 
Jayatilaka, C. J., Sakthivadivel, R., Shinogi, Y., Makin, I. W. & Witharana, P. (2003) A simple water balance modelling 

approach for determining water availability in an irrigation tank cascade system. J. Hydrol. 273, 81–102. 
Kite, G. & Droogers, P. (1999) Irrigation modelling in the context of basin water resources. Int. J. Water Resour. Dev. 15(1),  

43–54. 
Roost, N., Cai, X. L. Molden, D. & Cui, Y. L. (2008a) An assessment of distributed, small-scale storage in the Zhanghe 

Irrigation System, China. Part I: Storage capacities and basic hydrological properties. Agric. Water Manage. 95, 698–706. 
Roost, N., Cai, X. L. Turral, H., Molden, D. & Cui, Y. L. (2008b) An assessment of distributed, small-scale storage in the 

Zhanghe Irrigation System, China. Part II: Impacts on the system water balance and productivity. Agric. Water Manage. 
95, 685–697. 

Senay, G. B., Budde, M., Verdin, J. P. & Melesse, A. M. (2007) A coupled remote sensing and simplified surface energy 
balance approach to estimate actual evapo-transpiration from irrigated fields. Sensors (special issue: Remote Sensing of 
Natural Resources and the Environment) 7, 979–1000.  

Wang, T. (1984) Water accounting of Melon-on-the-Vine Irrigation System. Water Resources and Hydropower Publishers, 
Beijing, China. 

 

 



3 Hydrological Application 



 

 

 



GRACE, Remote Sensing and Ground-based Methods in Multi-Scale Hydrology (Proceedings of Symposium  
J-H01 held during IUGG2011 in Melbourne, Australia, July 2011) (IAHS Publ. 343, 2011). 

 
 

133

A remote sensing based ET algorithm for Australian  
agro-ecosystems: SAM-ET  
 
MOHSIN HAFEEZ, YANN CHEMIN & UMAIR RABBANI 
International Centre of Water for Food Security, Charles Sturt University, Wagga Wagga 2678, NSW, Australia 
mhafeez@csu.edu.au 
 
Abstract On the Australian continent, approximately 90% of the precipitation that falls on the land is returned 
back to the atmosphere through actual evapotranspiration (ETa). However, it is almost impossible to measure it 
directly at a meaningful scale in space and time through traditional methods. Since the late 1990s, numerous 
algorithms have been developed to estimate ET using remote sensing (RS) data. However, Australian 
environmental conditions are unique and so full adaptation of the overseas-developed RS-based ET algorithms 
is needed before their use in Australia. A Spatial Algorithm for Mapping ET (SAM-ET) is a two source energy 
balance algorithm which has been continually developed and evaluated on water-related projects within 
Australian irrigation systems initially, over several years. This article provides an overview of ground truth data 
collected using a leaf area index meter, crop reflectance data from CROPSCAN, two Eddy Covariance Systems 
and two Large Aperture Scintillometers in the heterogeneous landscapes since 2007 to measure ETa fluxes. The 
ground truth data were collected to develop new empirical and semi-empirical relationships for improving a 
SAM-ET algorithm dedicated to Australian agro-ecosystems. Initial results of the SAM-ET model are 
encouraging and this research work is a stepping stone in the development of an operational ET monitoring 
system which will be linked with on-going testing and development of a modelling framework for estimation 
of water productivity across different spatial scales in the Murray-Darling basin. 
Key words  remote sensing; actual ET; SAM-ET; Australia; irrigation 

 
INTRODUCTION 

In Australia, an increased demand for the scarce water has shifted irrigation water management 
strategies from increasing water supplies to innovatively managing the existing water resources at 
sustainable levels. An accurate spatial and temporal knowledge of the complex hydrological 
processes at different spatial scales is essential for water sharing, resources planning and 
regulation in any irrigation system. The current ground-based monitoring and measuring 
techniques have limited ability to capture the spatial and temporal variation of different 
hydrological variables (rainfall, actual evapotranspiration (ETa), recharge and soil moisture) when 
determining spatial water balances at regional and catchment scales (Schmugge et al., 2002). 
Remote sensing (RS) data can resolve some of the difficulties associated with determining spatial 
water balances due to scientific developments in the estimation of spatially distributed ETa with 
the use of modern satellite imagery. On the Australian continent, approximately 90% of the 
precipitation that falls on the land is returned back to the atmosphere through ETa. ETa is the most 
important but uncertain component in a closing water balance of any irrigation system. 
 Different RS methods for estimating ETa are broadly categorised, i.e. analytical versus (semi) 
empirical approaches. Analytical approaches include detailed biophysical processes and require 
various parameters, mainly the surface biophysical attributes, which can be retrieved either through 
satellite-based remote sensing or through field campaigns (Jackson et al., 1981, 1988). The 
foundation of the analytical approaches was laid by Menenti (1984) by proposing a two layer 
combination equation for a drying soil to be able to reduce to the Penman-Monteith combination 
equation. Menenti & Choudhury (1993) extended the Crop Water Stress Index (CWSI) concept to 
the Surface Energy Balance Index (SEBI) approach, which was based on the use of Planetary 
Boundary Layer (PBL) scaling. However, SEBI results for the Aral Sea region revealed that the 
parameterization was not universally applicable (Menenti et al., 2001). Another two-source model 
(Norman et al., 1995) calculates the surface fluxes separately for the soil and vegetation components 
from RS and ground-based observations and then sums to satisfy the total energy balance at each 
pixel. RS inputs are radiometric temperature and NDVI. However, this model can overestimate the 
ETa over certain land surface conditions, i.e. dry and bare soil (Savige et al., 2005).  
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 Cleugh et al., (2004) used convective boundary layer (CBL) budget methods for estimating 
regionally-averaged sensible and latent heat fluxes in OASIS experimentation in Australia. However, 
this method requires detailed information about atmospheric boundary layer (ABL) profiles, 
meteorological and physiological parameters, vegetation descriptions and antecedent data (rainfall, 
soil moisture), which is difficult to obtain at a catchment level. Compared to all previous RS 
algorithms for heat flux estimation, the Surface Energy Balance System (SEBS) developed by Su 
(2002) has an important advantage through its inclusion of a physical model for the estimation of the 
roughness height for heat transfer, which is the most critical parameter in the parameterization of the 
heat fluxes of a land surface, and SEBS validations have been completed successfully in different 
geographical locations at different scales (Su & Jacobs 2001; Su et al., 2003; Su, 2005).  
 On the empirical side, the work of Nieuwenhuis et al. (1985) was among the earliest attempts 
but was valid only for a single crop. Later, the Surface Energy Balance Algorithm for Land 
(SEBAL), an intermediate approach using both empirical relationships and physical parameter-
izations, was developed in Spain (Bastiaanssen et al., 1998a,b). SEBAL is a thermodynamically-
based model, which partitions the sensible heat flux and latent heat of vaporization flux. Many 
field validations of the SEBAL model have been undertaken in different areas, especially in arid 
and semi-arid areas. However, due to the difficulties associated with defining exactly the right 
pixels of dry and wet condition, its application is limited to a certain degree (Su, 2005). To resolve 
some of the limitations of the SEBAL model, some corrections have been made by Su (2002) to 
improve its applicability. Su & Pelgrum (1999) remedied a theoretical problem with SEBAL and 
added a scheme to apply NWP fields with an up-scaling and down-scaling approach. In another 
effort, Roerink & Su (2000) developed a new method to derive the surface energy fluxes from RS 
measurements, called the Simplified Surface Energy Balance Index (S-SEBI), which fits dry and 
wet cases present in the spatial radiometric data and showed reasonable success for application of 
the approach to semi-arid areas (Roerink & Su, 2000). Recently, Allen et al., (2007) modified 
SEBAL to overcome uncertainties and developed METRIC (Mapping Evapotranspiration with 
high Resolution and Internalized Calibration), an energy-balance-based ET mapping approach 
which is tied down and partly calibrated using ground-based reference ET (from weather data) to 
work well in advective conditions of the western USA. 
 The major reason causing uncertainties in the various RS-based algorithms for estimation of 
ETa over agro-ecosystems in Australia is that almost all the algorithms were developed for 
different climatic conditions, i.e. not in Australia. Therefore, there is a need to develop an 
indigenous robust and dynamic spatial algorithm for mapping of ETa using RS for Australian agro-
ecosystems. In 2007, the Australian National Water Commission (NWC) launched a major 
initiative on standardising and adapting complex RS-based algorithms developed overseas to 
Australian agro-ecosystem conditions. One of the innovative ET project is “Spatial Algorithm for 
Mapping ET (SAM-ET) for Water Productivity and Vegetation Health in the Australian Agro-
Ecosystem”, for the development of an RS-based algorithm to estimate ETa in Australia and to 
validate these fluxes with in situ measurements collected using eddy covariance flux towers and 
large aperture scintillometers (LAS). 
 This research expands on the continuous collection of ground truth data to feed into various 
semi-empirical relationships enabling the calibration of a simple two-source energy balance in 
order to provide instantaneous RS-based ET under Australian conditions. Standard satellite RS 
products of the Terra/MODIS satellite, such as NDVI, LST, LAI and albedo correlations to ground 
truth through scales differences are explored. The present paper explains the relationship 
developed between MODIS satellite and ground-based instrument data under Australian 
conditions and presents initial results of the SAM-ET model for estimation of daily ETa in the 
Murray Darling Basin (MDB). 
 
STUDY AREA AND DATA COLLECTION 

The project is being implemented in four agro-ecosystems of the MDB, i.e. Murrumbidgee, 
Coleambally, Limestone Coast and the McIntyre Brook Queensland (Fig. 1(a)) to collect various 
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Fig. 1 (a) Study areas within the MDB; and (b) SAM-ET instrument distribution within MDB.  

 
 
critical vegetation-related data, meteorological data and flux data. The project team has access to 
continuous time series data from two automatic weather stations (AWS), two eddy covariance 
systems and two LAS installed in the irrigated areas (Fig. 1(b)), which are used for the validation 
of ETa results. More details can be found in Hafeez et al. (2010). The extensive field campaigns 
have been carried out in the Murrumbidgee (MIA; 230 000 ha) and the Coleambally irrigation 
areas (CIA; 79 000 ha) since the beginning of 2008 to develop the empirical relationship for 
validating the SAM-ET framework for mapping ETa across the regions. There is a variety of land 
cover types in MIA and CIA ranging from horticulture (grapes and citrus), rice, cereals, vegetables 
to pasture and others. Field campaigns have also been carried out in Macintyre Brook catchment 
and Limestone Coast on a need basis during the different growing seasons since 2008. 
 The project also used the CROPSCAN Multispectral Radiometer (MSR) and LAI meter (Li-
COR 2000 Plant Canopy Analyser) on row crops including corn (maize), sorghum, cotton, canola 
and winter grains such as barley and wheat in the study areas. Two to three scans per point are 
taken so that both the crop and inter-row soil is measured. Scans are taken on homogenous (pure 
pixels) as either crop or ground to represent satellite image pixels (mix of canopy and ground soil). 
Averaged MSR scans were considered as mixed pixels (mix of canopy and soil) to avoid bias in 
canopy or soil.  
 
 
METHODOLOGY 

The proposed formulation follows a two-source energy balance approach, inspired especially by 
TSEB (Kustas & Norman, 1999) and SEBS (Su, 2002). SAM-ET is a two-source energy balance 
algorithm based on thermodynamic flux and radiation equilibrium within the Earth skin surface 
(Hafeez et al., 2009; Hafeez & Chemin, 2010; Chemin & Hafeez, 2010). The model is being 
continually developed and has been evaluated on water-related projects in Australia for several 
years. This algorithm is an image-processing technique comprised of 32 computational steps that 
calculate ETa and other energy exchanges at the Earth’s surface using optical/thermal satellite 
imagery. The imagery source is standardized by using a common and identical pre-processing 
procedure. The pre-processing parameters required for the SAM-ET model include the NDVI, 
surface emissivity, broadband surface albedo and surface temperature (LST) and LAI. These 
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Fig. 2 Method Used for SAM-ET. 

 
 
parameters are fully standardized for operational optical-thermal satellites such as Landsat 5 TM/ 
7 ETM+, Terra/MODIS and Terra/ASTER. A conceptual diagram of the SAM-ET model is shown 
in Fig. 2. 
 Initialization of the sensible heat flux was found through an analytical solution of the 
diabatically uncorrected energy balance. This permits initialization of the energy balance and 
structures the two-source separation conditions at a pixel level to enable diabatic correction. This 
also removes the need to externally assess the initial fraction of vegetation cover, being an unknown 
of high importance in the two-source energy balance. Planetary conditions are set from various 
available sources and constrain the momentum variables and friction velocity. They feed into the 
standard iteration of diabetic fluxes through the Monin-Obukhov length. While this two-source 
formulation separates soil and vegetation, the redefinition of extreme energy balance conditions at 
each iteration permits additional confidence in the convergence process. A minimization-based 
convergence is pre-defined to condition the self-termination of the iteration process.  
 SAM-ET was enhanced by Fourier versions of 2-m high Tmin and Tmax in given areas, while 
relative humidity was found to be between 0.15 and 0.3 at midday, when the satellite imagery is 
taken, and this depends on the latitude within MDB, but not the month. These empirical equations 
derived from the ground information were embedded into the algorithm and in addition provided a 
way to reduce the number of cumbersome input data sets. Diurnal net radiation and soil heat fluxes 
follow the relationships observed at the AWS at different locations. These ground-to-RS relation-
ships are critical to balance out the diurnal energy available to partition between sensible and latent 
heat fluxes. Indeed, the net radiation and the soil heat flux combine to provide the radiation-
conduction energy, which is equal to the convection-vaporization energy term. SAM-ET looks into 
some empirical relationships of those grouped terms for various crops and development stages in 
Australian agro-ecosystem environment. More detail about the theoretical formulation of the SAM-
ET model and methodology can be found in Hafeez et al., 2010 and Chemin & Hafeez (2010).  
 
 
RESULTS AND DISCUSSION 

MODIS satellite product (MOD15A2), comprising LAI of every 8 days at 1-km resolution, was 
downloaded for the study area from November 2008 to October 2010. The ground data using  
Li-COR 2000 were also collected for various land-use and land-cover classes in the study area. 
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Figure 3(a) presents the statistical relationships between the LAI modelled (satellite product) with 
observed LAI (ground data) over the study area and shows a very strong liner relationship with R2 of 
0.941. In order to develop a relationship between thermal infrared observations and satellite-derived 
land surface temperature, the project deployed four thermal infrared radiometer (TIR) stations to 
measure temperature from the major land covers including pasture, irrigated cropping and bare soil 
in CIA from 2009–2011. The results of the relationship developed between MODIS LST and on-
ground TIR derived LST from 880 data sets are quite reasonable (Fig. 3(b)) with R2 of 0.705. 

LSTGround = 95.44 + (0.67 × LSTModis) (1) 
 For NDVI on-ground measurement, the project team used the CROPSCAN Multi-Spectral 
Radiometer (MSR) to monitor reflectance in wavelengths from 450 to 1720 nm from various types 
of land use including perennial vegetation, irrigated crops, horticulture and bare soil within the 
study areas. The CROPSCAN MSR bands coincide with the Landsat 5 TM and MODIS satellites, 
therefore, the relationship obtained between satellite and CROPSCAN MSR collected for on-
ground data showed two distinct clusters of pixels (Fig. 3(c), i.e. for the top group it appears that 
there is no relationship between satellite NDVI and ground NDVI, whereas there may be a weak 
positive relationship for the lower group. This relationship needs additional data, which is being 
collected in the CIA. Ground surface albedo was taken from net short wave radiation sensors 
installed at two eddy covariance flux towers (FT), which were placed in the middle of the 
irrigated fields in CIA. Similarly, albedo product MCD43B3, being a mixed Terra/Aqua 
platforms for MODIS data, was used to increase the reliability of Bidirectional Reflectance 
Distribution Function (BRDF) corrections of albedo from November 2008 to December 2010. 
The statistical linear relationship between albedo from MODIS and on-ground data shows a high 
 
 
 

 

(b) (a) 
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Fig. 3 Empirical relationship between MODIS satellite derived products and on-ground data collected 
in irrigated areas of Australia.  
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R2 value of 0.711 with a standard deviation of 0.032 (Fig. 3(d)). The relationship relating albedo 
from MODIS 1 km to the flux tower data is given below: 

AlbedoGround = 0.674 × AlbedoModis + 0.0245 (2) 
 The ground to RS relationships obtained were used to balance out the diurnal energy available 
to partition the sensible and latent heat fluxes. The net radiation and the soil heat flux join together 
provide the radiation-conduction energy which is equal to the convection-vaporization energy 
term. The SAM-ET model provides daily ETa as an output by solving energy balance fluxes at two 
sources (canopy and soil). Initial results of SAM-ET model for estimation of daily spatial variation 
of ETa fluxes in the MDB area using Terra MODIS satellite for summer days (4 December 2009,  
4 January 2010, and 25 March 2010) and a winter day (8 July 2009) are shown in Fig. 4. For the 
MDB area, the ETa ranges from 0.5–3.2 mm/day on 8 July, to 0.8–9.8 mm/day on 4 December, 
0.9–10 mm/day on 4 January and 1.1–7.2 mm/day on 25 March. Initial results of the SAM-ET 
model showed that daily ETa flux values are realistic after validation with flux tower and LAS data 
and represent the actual condition of summer and winter days in MDB. Overall results show that 
the developed semi-empirical relationships fit very well within this two-source formulation for 
Australian agro-ecosystems. 
 
 

 
Fig. 4 Spatial variation of daily actual ET in Murray Darling Basin during 2009–2010. 

 
 
CONCLUSIONS AND WAY FORWARD 

The semi-empirical correlations developed with ground-truth knowledge acquired using many 
different hand-held sensors and MODIS satellite-derived variables are working very well for 
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solving energy balance fluxes in various parts of the MDB ecosystem. Initial results of the SAM-
ET model application for MODIS satellites are quite encouraging and show a great potential for 
estimation of daily ETa using the newly developed two-source energy balance model for 
Australian agro-ecosystems. This research work is a stepping stone in the development of an 
operational ET monitoring system which will be linked with the on-going testing and development 
of a modelling framework for estimation of water productivity across different spatial scales (farm 
to irrigation) over four irrigation systems. Further development of the model will continue for 
using high spatial resolution optical-thermal satellites data like Terra/ASTER and Landsat 5 TM 
and also for very-high resolution optical-thermal data from drones for all major irrigated crops of 
Australia. 
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Abstract Often the smallest component of the surface energy balance, surface heat flux, is assumed to have 
low spatial variability. The standard measurement technique, which makes use of a heat flux plate, is thus 
considered to be appropriate. In this paper a method is presented to measure the spatial variability of surface 
heat flux. A custom-designed plough system deployed three fibre-optic cables at three different depths close 
to the soil surface. Distributed Temperature Sensing was then used to gather temperatures with a spatial and 
temporal resolution of 1 m and 30 seconds, respectively. These measurements clearly indicated large spatial 
variability in surface heat flux along a 70 m stretch. Variations of up to 100% between points 15 m apart 
could be observed. These results demonstrate the need for distributed soil heat flux measurements. 
Key words  soil heat flux; surface energy balance; spatial variability; Distributed Temperature Sensing, DTS 
 
 
INTRODUCTION 

Surface heat flux is an important component of the surface energy balance: 
 =  +  + nR G E Hλ   (1) 

where Rn (W/m2) is net radiation, G (W/m2) is surface heat flux, and λE (W/m2) and H (W/m2) are 
the latent and sensible heat fluxes. Most of the energy that enters the soil during the day leaves the 
soil during the night through terrestrial long-wave radiation. Therefore, G is often the smallest 
component in the daily surface energy balance. Sometimes G is even neglected, which can lead to 
large errors in the energy balance, especially in instantaneous or hourly estimates (Sauer et al., 
2005). It is therefore important to be able to measure G accurately. 
 Furthermore, spatial variability in G is rarely considered. The standard method to measure G 
is with a soil heat flux plate. While using this method, one implicitly assumes that G does not vary 
greatly over space. Yet several studies have shown that spatial variation of G under field 
conditions can be significant (McCaughey, 1982; Ham & Kluitenberg, 1993; Tuzet et al., 1997; 
Kustas et al., 2000). Variation in G (measured at 0.08 m depth) between adjacent locations with 
similar cover in a dune with an uneven surface and partial shrub cover has been found to be greater 
than 200 Wm-2 (Sauer et al., 2005). In order to analyse this spatial variability, simultaneous 
measurements of surface heat flux at multiple locations are necessary. In this paper we present a 
method to determine G in time and space over a large area with the use of Distributed Temperature 
Sensing (DTS) (Selker et al., 2006; Tyler et al., 2009; Sayde et al., 2010; Steele-Dunne et al., 
2010). Since soil heat flux is a function of the change in temperature over depth, high resolution 
temperature measurements of the soil are a useful tool to determine soil heat flux.  
 
 
METHODS AND MATERIALS 

The study area for this research was an agricultural field on the Main Station Field Laboratory of 
the University of Nevada, Reno, USA (39º30′44″N, 119º42′56″W). The soil has a silt-loam texture 
and is covered with grass. Along a stretch of 100 m, three armoured two-fibre multi-mode 
50/125 μ optic cables from Kaiphone Technology were installed under the soil surface. A custom 
designed cable plough was used to install the cables. The plough guides the cables through a blade 
that cuts through the soil under a 45 degree angle and leaves the cables at 1 cm, 6 cm and 11 cm 
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depth. The blade cuts through the soil like a knife and soil disturbance is minimal. A Sensornet 
Sentinel DTS unit with a 4-channel Multiplexer Expansion Unit (Sensornet LTD, UK) was used. 
This DTS unit is suitable for use with cables up to 8 km long, can detect temperature variations of 
0.01K at an integration time of 15 minutes, and has a maximal spatial resolution of 1 m. Air 
temperature, humidity, wind speed, and net radiation were measured at the site. 
 Thermal conductivity is dependent on moisture content, θ (-). In this case, moisture content is 
unknown and thermal conductivity has to be obtained from the relationship between diffusivity, 
D(θ) (m2/s), conductivity, K(θ) (J/m⋅K⋅s), and heat capacity, C(θ) (J/K⋅m3): D(θ)=K(θ)/C(θ). 
 Diffusivity can be calculated with the diffusion equation: 

( )
2

2

T TD
t z

θ∂ ∂
=

∂ ∂
 (2) 

with T as temperature (K), t as time (s), and z as depth (m). Heat capacity is a linear function of 
soil moisture: 

(1 ) (1 )r a a r w w s sC n S c S n c n cρ ρ= − + + − ρ  (3) 

where the subscripts a, w and s denote the air, water and soil solids, respectively, ρ (kg/m3) is the 
density, c (J/kg⋅K) is the specific heat capacity, Sr (-) is the relative saturation and n (-) is the 
porosity and θ = n⋅Sr. Numerous models exist for the relationship between thermal conductivity 
and soil moisture. Here, the McCumber & Pielke (1981) model was used, with the Van Genuchten 
(1980) moisture/tension relationship, parameterized with the silt loam soil data provided by Al 
Nakshabandi & Kohnke (1965). Caution is needed regarding different relations between thermal 
conductivity and moisture content and moisture content and soil moisture tension because these 
relations are generally derived from rather small data sets. To obtain the thermal conductivity, first 
equation (2) is solved to obtain a diffusivity value for each location and each time step. The second 
step is to calculate the thermal conductivity and, finally, the moisture content can be determined 
with the use of the McCumber-Pielke model. 
 From the three temperature measurements along the cable, two layer-average heat fluxes can 
be calculated, one at 4.1 cm and one at 9.0 cm depth. Soil heat flux is proportional to the 
temperature change over the depth, according to Gz= –K(θ)⋅dT/dz. The fluxes at depths z are not 
equal to the surface heat flux (Gs). An additional term is needed to reflect the change in heat 
storage in the layer(s) between the surface and the depth of the calculated soil heat flux (Gz) 
(Mayocchi & Bristow, 1994). The surface heat flux equals the flux at depth plus the change in heat 
stored over time in the soil layer with thickness Δz: Gs = Gz + S (Oke, 1987) with S=C⋅Δz⋅dT/dt. 
The method used here directly enables one to calculate this change in heat storage due to the 
presence of fibre-optic cables in the specific layers. This is an advantage over the conventional 
heat flux plate method, where additional thermometers are needed. The surface heat flux derived 
from the upper and lower soil heat fluxes should be similar in amplitude, but should have a small 
phase difference.  
 
 
RESULTS 

In Fig. 1, calibrated temperatures from the DTS measurements are presented for the middle cable 
(z = 0.06 m). The diurnal signal in temperature changes is clearly visible. Not shown here are 
temperatures at the other depths, but the data show a clear decrease in temperature amplitude with 
increasing cable depth. Temperatures in the upper cable range from –13.8°C to 18.6°C, while in 
the middle and lower cable the temperatures range from –13.6°C to 7.4°C and –12.5°C to 5.6°C, 
respectively. A distinct spatial variation along the cable is also visible. This variation can be due to 
differences in soil moisture, soil structure, or variation in cable depth. 
 The surface heat flux, calculated for the soil layer between the upper and middle cables, is 
plotted in Fig. 2. Values of the surface heat flux range from –147 W/m2 up to 309 W/m2. Two 
important different effects can be seen. First, as expected, there is an upward heat flux during the 



J. H. A. M. Jansen et al. 
 

142 
 

  
Fig. 1 Calibrated temperatures from the middle cable; the legend give temperatures in °C. 

 
 

 
Fig. 2 Surface heat flux along the cable, the legend gives fluxes in W/m2. 

 
 
night changing to a downward heat flux during the day. Second, spatial differences in soil heat 
flux of up to 100% are found along the cable. The values for the surface heat flux during the day 
are relatively large compared to those found in the literature (Sauer et al., 2005), as they are up to 
30% of net radiation during the late morning. Differences of up to 100% can be found between 
points only 15 m apart, which is an indication of large spatial variability. The gaps in Fig. 2 (black 
horizontal lines at 17, 19, 22 and 23 m along the cable) are due to estimated diffusivity values that 
were outside the physical boundaries of the used model. On some points, no diffusivity could be 
fitted, which resulted in gaps in heat flux calculations. 
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 The soil heat flux calculated from the temperatures of the upper and middle cable does not 
directly reflect the surface heat flux. The change in heat storage over time in the layer above the 
cables needs to be added to the heat flux at depth to obtain the surface heat flux. When the change 
in heat storage is not taken into account, errors of up to 100 Wm-2 can occur. The difference 
between the surface heat flux calculated from the lower soil heat flux estimate (Surface HF 2) and 
the upper soil heat flux estimate (Surface HF 1) can be seen in Fig. 3. The robustness of the overall 
method is demonstrated by the fact that the difference between the two is less than 10%. 
 
 

 
Fig 3 Surface heat flux as determined by the heat flux calculated by the top and middle cables (HF 1) 
and by the middle and bottom cables (HF 2). 

 
 
DISCUSSION 

The starting hypotheses of this paper were that spatial variability in surface heat flux may be 
significant and that DTS could be a useful tool to estimate this surface heat flux. The results show 
that, with the use of high resolution temperature measurements from DTS, a good estimate of 
surface heat flux can be made. Also, spatial variability was clearly visible in the results (Fig. 2). 
The cause of this spatial variation in surface heat flux remains to be investigated. As stated before, 
variations can be caused by differences in soil moisture, soil structure or cable depth. However, we 
do not know the extent to which each of these contributes to the variability. 
 Taking cable depth measurements into account (measurements not shown here), one can see 
that the pattern of cable depth variation is not similar to the pattern of spatial surface heat flux 
variation. A reasonable assumption is to expect a larger temperature amplitude and heat flux 
amplitude on locations where the cable is closer to the surface. Such heat flux characteristics were 
found at 20, 40 and 60 m. However, at 40 and 60 m the cable was roughly at its average depth and 
not very close to the surface. At 20 m some problems with unsteady cable depths occurred. These 
problems resulted in diffusivity values outside the physical boundaries of the McCumber Pielke 
model, which in turn resulted in blank spots in the surface heat flux calculations. In all, there is a 
strong indication that soil moisture is a dominant factor in spatially varying surface heat fluxes. 
Still, our method is strongly dependent on accurate cable depths. The way forward would be to 
work with longer time series with which the constant cable depths can be determined. 
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 Surface heat flux was shown to be a significant part of the instantaneous energy balance, 
especially at the end of the morning. This paper shows spatial variability in surface heat flux of up 
to 100% within a 15 m span. The standard field technique to measure surface heat flux using heat 
flux plates can cause large errors due to significant spatial variability shown in this paper. 
Neglecting spatial variability can lead to significant errors when one tries to close the energy 
balance. 
 The spatial variability found in this paper occurred with a silt loam soil in a flat field. Similar 
studies will need to be performed on different soil types and topographies to see if such strong 
patterns occur elsewhere as well. To further reduce the influence of the cable on the soil 
characteristics it is advisable to conduct the same study after the cable has been in the ground for 
about a year, so the soil has time to “recover”. For example, any cracks caused by the ploughing 
will then have disappeared and will no longer influence the measurements. 
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Abstract A method to simulate surface resistance proposed by Todorovic was investigated for a winter wheat 
surface by comparing actual evapotranspiration (ET) estimates from the Penman-Monteith model, where 
surface resistance was derived on the basis of the Todorovic method with ET measurement from a weighing 
lysimeter located at the Daxing experimental station of the China Institute of Water Resources and Hydropower 
Research (IWHR). The field work was conducted from March to June 2007. The study proves that, on a daily 
basis, estimated daily ET showed strong agreement with measured daily ET. The average daily value of 
measured ET and estimated ET was 3.73 mm/d and 3.96 mm/d, respectively, and the MAE and RMSE for 
estimated ET was 0.663 mm/d and 0.793 mm/d, respectively. On an hourly basis, the model could only 
perform well when the field was fully covered. The combination of the Todorovic method and the Penman-
Monteith model could be used to estimate daily winter wheat ET when the field was fully covered. 
Key words  evapotranspiration; lysimeter; surface resistance; Penman-Monteith model; Todorovic method 
 
 

INTRODUCTION 
Evapotranspiration (ET), as a component of the water cycle and energy balance, plays an essential 
role in understanding various aspects of agronomy (Ritchie & Basso, 2008), forestry (Shi et al., 
2008) and hydrology (Anderson et al., 2007). Many instruments are designed and applied to 
measure actual ET data directly or indirectly, such as lysimeters (Bhantana & Lazarovitch, 2010; 
Luo & Sophocleous, 2010), eddy covariance flux towers (Sun et al., 2008; Novick et al., 2010), 
Bowen ratio towers (Savage et al., 2009; Zhang et al., 2010), and large aperture scintillometers 
(Asanuma & Lemoto, 2007; Marx et al., 2008). The measured ET data exhibit high temporal 
resolution and high accuracy. However, these methods are time consuming and expensive when 
daily and regional ET data are required (Barcza et al., 2009; Timmermans et al., 2009), which 
results in low utilization of these instruments. Models to derive ET data from meteorological data 
offer an easy and reliable alternative, which are consequently widely used (Shoemaker et al., 2006; 
Zhao et al., 2010). Of those models, the Penman-Monteith model is the most popular. 
 Surface resistance is the key parameter influencing the Penman-Monteith model. So far, there 
are many methods proposed to determine surface resistance for a specific crop surface or restricted 
condition (Allen et al., 2006; Whitley et al., 2008; Rana et al., 2009). However, surface resistance 
is still difficult to express properly, which may be the main limit of the Penman-Monteith model. 
A mechanistic method was recommended by Todorovic (1999), which did not require local 
calibration and was reported to have good performance under specific crop surfaces (Lecina et al., 
2003; Steduto et al., 2003; Perez et al., 2006). The objective of this study is to investigate the 
performance of the Todorovic method under a winter wheat surface by comparing actual ET 
estimates derived from the Penman-Monteith model where the surface resistance was calculated 
based on the Todorovic method, against ET measurement by a weighing lysimeter. The lysimeter 
was located at the Daxing experimental station of the China Institute of Water Resources and 
Hydropower Research (IWHR) from March to June 2007. 
 
MATERIALS AND METHODS 
Study area and data 
The study was conducted at the Daxing experimental station of the IWHR (116º25′E, 39º37′N, 
30 m above sea level with an area of 15 ha) from March to June 2007, when the crop surface was 
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winter wheat. This area is characterized by a semi-arid continental monsoon climate, which is 
typically cold, with a small amount of snow in the winter, dry and windy in the spring, and hot and 
rainy in the summer. The mean annual temperature is 12.1ºC. The mean annual rainfall is 540 mm, 
with more than 80% of that falling during the rainy season (June–September). The mean annual 
frost-free period is 185 days. There are 2600 annual hours of sunshine and the annual evaporation 
of surface water is over 1800 mm. 
 A standard weather station was located at the Daxing experimental station to measure routine 
meteorological data, namely rainfall, wind speed, wind direction, air temperature, soil temperature, 
relative humidity, water surface evaporation, incoming solar radiation, net radiation and duration 
of sunshine. The data was recorded every 30 minutes. 
 Winter wheat ET was measured by a weighting lysimeter (2 × 2 m wide, 2.3 m deep), which 
was located at the centre of the experimental field. The weighting lysimeter value was recorded 
every hour with an accuracy of 0.02 mm. In order to control the data quality, any collected data 
that met one of the following conditions was deleted: data that were an apparently abnormal 
record, data collected when the sensor was under examination, and data collected during irrigation 
or precipitation conditions. Finally, 45 days were selected from the winter wheat season as the 
validation data for model performance. 
 
 
METHOD 

Assuming that the field was fully covered by a “big leaf” (Alves et al., 1998), the well known 
Penman-Monteith model can be expressed as (Winter & Eltahir, 2010): 
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where is the slope of the saturation vapour pressure temperature relationship at about 2 m above 
ground level (kPa/ºC), Rn is the net radiation (J/(m2 s)), G is the soil heat flux (J/(m2 s)), ρa is the 
mean air density at constant pressure (kg/m3), cp is the specific heat of the air (J/(kg ºC)), (es –ea) is 
the vapour pressure deficit of the air (kPa), ra is the aerodynamic resistance (s/m), γ is the 
psychrometric constant (kPa/ºC), and rs is the surface resistance (s/m). 
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 Following similar assumptions to the Penman-Monteith model, Todorovic (1999) proposed to 
determine surface resistance in the form of the quadratic equation; 
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 Equation (2) has only one positive solution. After solving equations (3), (4), (5), (6) and 
calculating the surface resistance from equation (2), estimated ET can be derived by substituting 
surface resistance in equation (1). 
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Assessments 

The mean absolute error (MAE) and root mean square error (RMSE) were selected to assess the 
model’s performance (Harmel et al., 2007). 
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where Oi is the measured ET value, Pi is the estimated ET value, and N is the number of days. 
 
 
RESULTS AND DISCUSSION 

Daily basis 

Comparison of estimated and measured daily ET over 45 days is presented in Fig. 1, which 
indicates good model performance. The determination coefficient (r2) was 0.83. The mean daily 
value of estimated and measured ET was 3.96 mm/d and 3.73 mm/d, respectively. The two-tailed 
Student t test at 5% level of significance showed the difference between daily estimated ET and 
measured ET was not statistically significantly. The standard deviation of estimated and measured 
ET was 1.67 mm/d and 1.85 mm/d, respectively. The MAE for estimated ET (0.66 mm/d) was less 
than 50% of measured standard deviation, indicating strong model agreement (Colaizzi et al., 
2006). The RMSE for estimated ET (0.79 mm/d) was not greater than 50% of MAE, indicating 
that there were no outliers (Colaizzi et al., 2006). 
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Fig. 1 Comparison of daily ET estimates and ET measurement over 45 days. 

 
 
 Figure 2 shows the relative error for ET estimates, where relative error was defined as [(Oi – 
Pi)/Oi] × 100%. From this, it can be seen that the model apparently overestimates at lower ET 
values, and underestimates at high ET values. The daily ET estimates were less than 10% higher 
than ET measurements, indicating that ET estimates were close to ET measurements. 
 
Hourly basis 

Two clear days from two typical winter wheat periods were chosen to compare the hourly ET 
estimates against the hourly ET measurement.  
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Fig. 2 Relative error for daily ET estimates. 
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Fig. 3 Comparison of hourly ET estimates and ET measurement on two golden days (a) 27 March 2007; 
(b) 10 May 2007. 

 
 
 The regression between estimated and measured ET on 27 March 2007 (turning green period), 
when the field was not fully covered by winter wheat is shown in Fig. 3(a). The determination 
coefficient (r2) was 0.95. The mean hourly value of estimated and measured ET was 0.26 mm/h 
and 0.16 mm/h, respectively. The two-tailed Student t test at the 5% level of significance indicated 
that the hourly value of estimated ET in 27 March 2007 was significantly different from the hourly 
ET measurement. The standard deviation of estimated and measured ET was 0.11 mm/h and 0.07 
mm/h, respectively. The MAE of estimated ET (0.1 mm/h) was more than 50% of measured 
standard deviation, which implies poor model performance.  
 Figure 3(b) shows the relationship between estimated and measured ET on 10 May 2007 
(filling period), when the field was fully covered by winter wheat. The determination coefficient 
(r2) had a value of 0.94. The mean hourly value of estimated and measured ET was 0.4 mm/h and 
0.41 mm/h, respectively. The two-tailed Student t test at 5% level of significance indicated that the 
difference between hourly estimated ET and measured ET on 10 May 2007 was not statistically 
significant. The standard deviation of estimated and measured ET was 0.2 mm/h and 0.22 mm/h, 
respectively. The MAE and RMSE of estimated ET were 0.04 mm/h and 0.05 mm/h, respectively. 
The MAE for estimated ET was less than 50% of measured standard deviation, which indicates 
strong model agreement. The RMSE for estimated ET was not greater than 50% of MAE, 
illustrating that the results were almost free of outliers. 
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 Based on the experimental results described so far, it can be stated that the model can only 
perform well when the field coverage was close to the assumption of the Penman-Monteith model. 
 
 
CONCLUSIONS 

In this paper, the methods to calculate surface resistance proposed by Todorovic was investigated 
for a winter wheat surface by comparing actual ET estimates from the Penman-Monteith model 
where surface resistance was estimated on the basis of the Todorovic method, with actual ET 
measurement by a weighing lysimeter from March to June 2007. On a daily basis, the model 
showed good performance. The average daily estimated ET (3.73 mm/d) was close to average 
daily measured ET (3.96 mm/d). The RMSE (0.793 mm/d) was not greater than 50% of the MAE 
(0.663 mm/d). On an hourly basis, the model showed poor agreement when the field was not fully 
covered by winter wheat, but showed strong agreement when the field was fully covered by winter 
wheat. Based on the evidence presented in this paper, the combination of the Penman-Monteith 
model and the Todorovic method can be confidently used to derive daily ET data when the field is 
fully covered by winter wheat. 
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Abstract Accurate estimation of regional evapotranspiration (ET) is essential for water sharing, water 
resources planning and water regulation in any irrigation system/catchment. ET is estimated by solving the 
energy balance at different spatial scales, ranging from farm to catchment. The most complex component of the 
energy balance is sensible heat flux (H), which needs to be better estimated to improve the accuracy of ET 
measurements. A scintillometer is an instrument that consists of a transmitter and a receiver, which measures 
intensity fluctuations in the radiation emitted by the transmitter caused by refractive scattering of turbulent 
eddies in the scintillometer path. Several investigations have demonstrated the potential of using scintillometers 
to measure sensible heat fluxes over path lengths similar to satellite pixel scales. However, scintillometer 
techniques have not been applied to understand irrigated area flux patterns under Australian climatic 
conditions. A comprehensive experiment is being conducted to investigate the potential and the limitations of 
using a large aperture scintillometer (LAS) to infer path-average sensible heat flux from irrigated horticulture in 
the Murrumbidgee Irrigation Area of the Murray Darling Basin, Australia. Scintillometer based estimates of 
sensible heat provide a better understanding of energy balance, which will assist with local validation of remote 
sensing based energy balance models under Australian climatic conditions.  
Key words  scintillometer; Murrumbidgee; LAS; evapotranspiration; sensible heat flux; latent heat flux;  
refractive index; energy balance 
 
 
INTRODUCTION AND BACKGROUND 

Many climatic, hydrological, meteorological and environmental studies require representative 
large-area estimates of turbulent fluxes of momentum, sensible heat and latent heat. Specifically in 
hydrological sciences, quantification of fluxes (net radiation, sensible heat, soil heat and latent 
heat) is essential for accurate estimation of ET by solving the energy balance. The most uncertain 
component of the energy balance cycle is the sensible heat flux (H). Direct methods like lysimeters 
and eddy covariance, hydrological models like SWAP (Droogars, 2000) or SLURP (Kite, 2000), 
or more recently, applied remote sensing methods like SEBAL (Basstiaanssen, 2000) and SEBS 
(Su, 2002) are all examples of methods used to estimate important energy balance terms i.e. H and 
latent heat flux (λE) (Meijninger & De Bruin, 2000). 
 The objective of this paper is to test the applicability of large aperture scintillometer (LAS) 
techniques to estimate the surface-layer sensible heat flux from large irrigated fields equivalent to 
satellite pixel scales in an irrigated horticulture environment in the Murrumbidgee Irrigation Area 
(MIA). Since the scintillometer path length is comparable to the pixel size of satellite imagery, the 
LAS enables verification of remote sensing models used to estimate ET of crops. A disadvantage 
of this method over the eddy covariance technique is that it is based on semi-empirical Monin-
Obukhov Similarity Theory (MOST) (Rabbani, 2008). Several authors, as listed by Meijninger & 
De Bruin (2000), applied and tested MOST, demonstrating that the scintillation method is a good 
alternative for estimating areally-averaged sensible heat flux. They conclude that under unstable 
conditions and for Bowen ratios larger than approximately 0.75, the method appears to be reliable 
over homogeneous fields. However, large-scale irrigated agriculture often results in very high 
values of evaporation from fields surrounded by dry desert. It is important to assess the accuracy 
of the structure parameter method (Beyrich et al., 2002) under these conditions.  
 The idea behind the use of the scintillometer is based upon the consideration that the structure 
parameter of the refractive index of air measured directly by the scintillometer (CN

2) can be related 
to the structure function parameter of temperature (CT

2) used to derive H. With the assumption 
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that, in the visible and infra-red spectrum, temperature and humidity fluctuations are perfectly 
correlated, the above relation is mathematically described as:  

 
where, T is the air temperature, p is the atmospheric pressure and Bo is the Bowen ratio. De 
Wekker (1996) has shown that Bo can be neglected if Bo > 0.6, which is generally the case in arid 
and semi-arid areas. For daytime non-stable stratification, the turbulent sensible heat flux density 
(H) was determined from scintillometer measurements using the following equation (Beyrich et 
al., 2002): 

 
where ρ is the air density, cp the specific heat of air at constant pressure, z is the height, d the 
displacement height u* the friction velocity, and L the Monin-Obukhov length. Different values for 
constants a1 and a2 have been given in the literature. However, for the present analysis the widely 
used values of a1 and a2 by DeBruin et al. (1993) were used.  
 
 
EXPERIMENTAL DESIGN 

A comprehensive experiment has been setup in the MIA to investigate the potentials and the 
limitations of using a LAS to infer path-average sensible heat flux. The study site is a horticulture 
farm with a consistent and uniform citrus crop located near the town of Leeton, NSW, Australia. 
The LAS transmitter and receiver were installed at a height of 4.3 m above the ground, with a path 
length of 1400 m. A cluster of five eKo Pro wireless sensors were also installed within the line of 
sight of the receiver and the LAS transmitter. Each eKo Pro node is equipped to read and transmit 
wind speed, wind direction, air temperature, humidity, soil temperature, soil moisture and rainfall 
information. Figure 1 shows the configuration of the full experimental design including the LAS 
transmitter and receiver, eko Pro wireless cluster and automatic weather station (AWS) at the LAS 
receiver end. Figure 2 shows the LAS receiver (a) and transmitter (c) configured at the roof-top of 
two structures 1400 m apart, and an eKo Pro wireless node (b) at the study site. 
 
 

 
Fig. 1 Illustration of LAS, eKo cluster sensors and AWS. 
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(a) (b) (c) 

Fig. 2 LAS receiver (a), an eKo Pro wireless node (b) and LAS transmitter (c) at the study site. 
 
 
 At the LAS receiver site, a Campbell scientific micro-data logger CR-3000 was set up which 
logs the LAS data every second. A set of ancillary sensors, i.e. a net radiometer (NR-Lite), two 
soil heat flux plates (HFP015) and volumetric water content sensor, are also configured with the 
data logger to generate ancillary information. Beyrich et al. (2002) stated that since the 
scintillometer measures in the inertial-convective sub-range of frequencies, it provides statistically 
stable data within a minimum range of 10 minutes. Therefore, the logger was programmed to 
sample half-hourly, i.e. to generate half-hour average tables containing information from the LAS 
receiver, the net radiometer, soil heat flux plates and volumetric water content. A 3G modem was 
setup with a CR3000 data logger that enabled real-time data acquisition from the field to the data 
server at the research centre in Wagga Wagga, NSW, which is located 145 km southeast of Leeton. 
The LAS has been operating since October 2009 and there is minimum maintenance required in 
order to ensure stable operation. This includes a control of the alignment and of the status of the 
windows of the transmitter and receiver. 
 
 
DATA ANALYSIS AND RESULTS 

The CR3000 loggers generate the data in Campbell Scientific’s proprietary binary data format, 
which needs to be converted to ASCII using either Campbell's LoggerNet software or preferably 
by using the open-source Camp2ascii utility (http://mathias.bavay.free.fr/software/camp2ascii/). 
Beyrich et al. (2002) reported a signal reduction if the visibility of the air became less than 5 km. 
However, this has not been a problem since the path length of our LAS set-up was only 1.4 km. 
For this paper, LAS data was processed using Kipp & Zonen’s WinLAS software application to 
estimate sensible heat flux for the duration of October 2009 to June 2010, showing the flux 
patterns in winter and summer seasons.  
 In order to calculate sensible heat fluxes, the LAS measurements of the refractive index 
structure parameter C2

n can either be calculated from the combination of UC2
n and Demod, or from 

the combination of PUC2
n and Demod (Kipp & Zonen, 2007). In this study, we estimated H from 

both the above-mentioned methods for the whole duration. Figure 3 shows minimal variance 
between the estimates of H from both these methods.   
 The sensible heat flux was calculated from LAS at a half hour time step. For solving the 
energy balance, we used the values of soil heat flux measured from a Huskeflux plate and net 
radiation from the net radiometer at the same time step as the LAS. The latent heat flux was then 
estimated by solving an energy balance from the fluxes measured from these instruments, and H 
calculated from LAS. Figures 4 and 5 show a typical sinusoidal trend of the variation of energy 
balance components during a summer (1 February 2009) and winter day (6 June 2010), 
respectively. The grey areas of the plot indicate time before sunrise and after sunset, where the 
derived fluxes become meaningless.  
 The day time H on 1 February 2010 ranges from 6 to 298 W/m2, having a mean value of 135 
W/m2 and standard deviation of 89 W/m2. Rn ranges from 162 to 781 W/m2, with a mean value of 
498 W/m2 and standard deviation of 176 W/m2. The latent heat flux varies from 153 to 483 W/m2 



U. Rabbani et al. 
 

154 

with a mean value of 338 W/m2, suggesting high latent flux on a summer day when the tempera-
ture was 37°C. Similarly, the day time H on 6 June 2010 varies from 16 to 144 W/m2 with a mean  
 
 
 

  
Fig. 3 Relationship between UC2

n derived H and PUC2
n derived H. 

 
 

 
Fig. 4 LAS derived H in the energy balance cycle for 1 February 2010. 
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Fig. 5 LAS derived H in the energy balance cycle for 6 June 2010. 

 
 

 
Fig. 6 Shows the graph of Rn, G, H, and LE for a period of two separate weeks in December 2009 and 
in May 2010.  
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value of 77 W/m2, and Rn ranges from 89 to 322 W/m2. This results in latent heat flux from 64 to 
203 W/m2 with a mean value of 155 W/m2, suggesting a realistic flux value on a winter day 
(temperature of 15°C). The change in the intensity of fluxes between summer and winter seasons 
is also evident from the above figures. This valid energy balance closure suggests that for the 
current configuration, the LAS is performing well for the purpose of heat flux estimation, provided 
the data is filtered for bad or missing values generated by various meteorological conditions (i.e. 
cloud cover, rainfall, etc.) or sensor errors.  
 Figure 6 shows the graph of Rn G, H, and LE for a period of two separate weeks, in a summer 
week of December 2009 and a winter week of May 2010. During the summer week, average 
maximum net radiation is 780 W/m2, while average maximum net radiation is 400 W/m2 during 
the winter week. Both the graphs show consistent partitioning with H being around 40% in 
summer and 35% in winter. We observed a noticeable difference between G in summer (around  
4–5%) and in winter (18%) due to factors such as excessive irrigation and high density of canopy 
in the summer. Similarly, the average maximum latent heat flux is observed to be about 56% 
during the week in summer and 47% during the week in winter.       
 
 
CONCLUSION 

The initial results from the large aperture scintillometer are very encouraging and show great 
potential to estimate sensible heat flux during summer and winter seasons over large irrigated 
areas in Australia. The experimental set-up of the scintillometer is providing robust data sets with 
minimum maintenance required, and it provides the opportunity to use the set-up as a continuous 
flux monitoring site for the Murrumbidgee catchment. Also, the flux determined from the LAS is 
providing a calibration and validation platform for satellite derived energy balance fluxes for the 
region.   
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Abstract Irrigated agriculture is a major consumer of freshwater, but a large part of the water used for 
irrigation is wasted due to poor management. Improving water management in irrigated areas requires the 
estimation of real time water demand, which is important for planning sustainable use of irrigation water. 
Real time irrigation demand forecasting entails a complete understanding of the spatio-temporal variability 
of meteorological parameters and evapotranspiration (ET). For improved irrigation system management and 
operation, a holistic approach of integrating remote sensing derived ET from the SEBAL method with 
forecasted meteorological data and water-use efficiency was used to forecast net irrigation demand in the 
Coleambally Irrigation Area (CIA), located in the southern Murray Darling Basin. In order to capture the 
spatial variability, the CIA has been divided into 22 nodes based on direction of flow and connectivity. All 
hydrological data of inflow and outflow were estimated at all nodes of the CIA for the estimation of water-
use efficiencies. Ten Landsat 5 TM satellite images were used for mapping irrigated crops and estimation of 
actual ET for the summer cropping season of 2008–2009. This estimated actual ET and forecasted 
meteorological data was used for demand forecasting for seven days. The results were compared with the 
data obtained for irrigation supplies. Initial results for forecasted demand are quite promising and provide a 
practical way for water saving at the node scale by matching demand and supply. 
Key words  irrigated agriculture; water management; remote sensing; evapotranspiration  
 
 
INTRODUCTION 

Water scarcity is rapidly becoming a vital issue for many countries in the developed and 
developing world, and could lead to a severe global water crisis (IWMI, 2009). It has been 
observed that in many parts of the world, water demand already exceeds supply, and a 
continuously rising population will result in water scarcity in many more areas of the world 
(Teixeira, 2008). Pressure to meet the growing water demands have resulted in greater competition 
among traditional water consumers, namely agriculture, industry and cities, for available water 
resources. Among all users, irrigated agriculture is the largest consumer, accounting for 70% of 
global water withdrawals; from this water, nearly 40% of the world’s food is produced. 
Maintaining enough freshwater for agricultural production will become increasingly difficult in 
the near future due to climate change, growing water competition among various sectors and rapid 
population growth. Water scarcity will force irrigated agriculture to produce more with less water 
in the future, which requires effective management of water. 
 Improving water management in irrigated areas and the assessment of irrigation performance 
are critical activities which require a complete understanding of all terms of the water balance at 
various spatial scales i.e. farm to basin levels (Khan & Hafeez, 2007). In such circumstances, 
water management in irrigation districts can be improved by analysing the irrigation water demand 
information (Pulido-Calvo et al., 2007). Water demand information in irrigated areas is basic 
information for the development and implementation of successful tools for water resources 
management (Pulido-Calvo & Gutierrez-Estrad, 2009). For water demand estimation, it is 
important to understand how the irrigation system behaved in the past, what the current trends are, 
and what is expected in the future through accurate knowledge of various hydrological processes 
(ET, rainfall, runoff, seepage, etc.) and different factors (land use changes) affecting these 
hydrological processes in space and time.  
 An appropriate and reliable irrigation demand forecasting tool based on a complete 
understanding of hydrological behaviours and novel remote sensing technologies can improve 
water management in an irrigation area. This study aimed to develop and a methodology for 
irrigation demand forecasting based on spatial land-use and land-cover analysis, remote sensing 
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derived actual ET (ETa), crop coefficients and meteorological data at the node as well as the 
irrigation system level.  
 
 
STUDY AREA 

The Coleambally Irrigation Area (CIA) is located in the lower part of the Murrumbidgee River 
catchment in the southern part of the Murray Darling Basin (Fig. 1(a)). The CIA contains 
approximately 79 000 ha of intensive irrigation, 42 000 ha of irrigation/dryland farms and 
297 000 ha of the Outfall District area, supplying water to 478 farms owned by 362 business units 
(CICL, 2007). Principal summer (November–April) crops include rice, soybeans, maize (corn), 
grapes, prunes, sunflowers and lucerne, while principal winter (May–October) crops include wheat, 
canola, sunflowers and lucerne. Pasture for grazing is grown in both seasons. Average rainfall is 396 
mm per year and the average annual evaporation is 1723 mm. The recent drought, a significant 
reduction in water allocations and concerns about climate change have all highlighted the need to 
manage water demand and supply water more sustainably, especially in the CIA.  
 
 
MATERIALS AND METHODS 

The CIA is a large irrigation area using a gravity flow system; water released from the dams takes 
seven days to reach the system, which makes the development of a robust methodology for water 
demand forecasting for the period of highest evaporative demand a necessity. High evaporative 
demand occurs in the months of December–February, when 75% of the area is planted to rice. The 
irrigation system comprises of one main canal and a number of secondary and tertiary canals. As 
an initial step in water demand forecasting, spatial and temporal boundaries of the domain were 
specified and further divided into 22 nodes based on direction of flow and connectivity (Fig. 1(b)). 
Due consideration was given to spatial distribution of rainfall, potential ET, soil texture and 
rooting depth of land cover.  
 The methodology for irrigation demand forecasting is based on spatial land use and land cover 
analysis, remote sensing derived actual ET (ETa) and efficiencies, crop coefficients and 
meteorological data at the node and system level. To get information about the irrigated crops 
grown within the CIA and various nodes, land-use and land-cover classification was carried out 
using a simplified hybrid classification approach. This approach is based on a supervised 
classification algorithm in combination with false colour composite images, GIS-based farm 
boundary data and water order data of each farmer from the SCADA system. 
 
 

 

(a) (b)

Fig. 1 (a) CICL operational area including CIA and outfall district (CICL, 2009); and (b) spatial 
distribution of nodes with supply and drainage channels and selected control points 
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 In order to get information about actual crop water consumption, the SEBAL model, based on 
the surface energy balance equation and developed by Bastiaanssen et al. (1998a,b), was applied to 
10 Landsat 5 TM satellite images covering the period of October 2008–March 2009. The pre-
processing parameters required for the SEBAL model includes the normalized difference 
vegetation index (NDVI), surface emissivity, broadband surface albedo and surface temperature. 
The model was calibrated using the meteorological parameters measured from automatic weather 
stations at the selected farms. The daily ETa was calculated from the instantaneous evaporative 
fraction, Λ, and the daily averaged net radiation, Rn24. The study provided ETa maps on a monthly 
and seasonal basis for the entire study area.  
 For demand forecasting, irrigated crops in the CIA were clustered into rice and non-rice crops 
(others) in order to derive different hydrological and crop parameters. This developed methodology 
is not only based on analytical and empirical approaches, but also takes into account the physical 
processes as well as the spatial variability of different physical parameters influencing crop water 
requirement. A new and simplified methodology has been developed using remote sensing 
technology and field based estimates for forecasting irrigation demands for the CIA (Ullah, 2011). 
This methodology was applied in two steps; in the first step, efficiencies at the field scale as well as 
the system level were determined using remote sensing derived ETa for different irrigated crops, and 
in the second step irrigation demand was forecast based on remote sensing derived crop coefficients 
and forecasted meteorological data. More details can be found in Ullah (2011). The water-use 
efficiencies adopted in this methodology are different from traditional efficiency terms used in 
irrigation systems. The water-use efficiencies defined here for both system and field or node levels 
were mainly used for the purpose of forecasting the demand for improvement of irrigation water 
management. These water-use efficiencies were determined from local historical data of water-use 
efficiencies, satellite based data of ET and actual applied water to the fields. 
 
 
RESULTS AND DISCUSSION 

The irrigated area was mapped using the Landsat TM satellite image (spatial resolution of 30 m) of 
3 November2008 (Fig. 2(b)). Irrigated crops were classified into rice and other summer crops.  
 
 

 

(a) (b)

Fig. 2 (a) Maps of irrigated crops within CIA; and (b) seasonal actual ET of 2008–2009. 
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Only 3.8% of the area was under all crops during summer 2008–2009, and rice was grown on an 
area of just 1025 ha.  
 The seasonal actual evapotranspiration (ETs) was estimated using 10 Landsat 5 TM images for 
2008–2009, while the missing ETa values were obtained by daily calculation of reference 
evapotranspiration (ETo) as proposed by Tasumi et al. (2000). The output of SEBAL is a pixel-based 
spatially distributed seasonal estimate of ETa for the CIA, as shown in Fig. 2(b). The seasonal actual 
ET values range from 20 mm to 1705 mm, with a mean value of 159 mm and standard deviation of 
216 mm. To validate the remote sensing results, a comparison of ETa produced by the SEBAL 
algorithm with ET data from the AWS and two eddy covariance systems installed in local rice and 
maize fields, shows good agreement within the expected range (Ullah, 2011). 
 In this study, daily irrigation demand for the next seven days was forecast using remote 
sensing based water-use efficiencies and Kc values, and was applied at the individual node as well 
as the system level. The water-use efficiencies are a combination of field level water-use 
efficiency (FWUE) and conveyance system loss. The FWUE was calculated for both rice crops 
and other crops. For rice fields, FWUE varies from 63% in Yamma Main_Argoon to 81% in 
Tubbo and the average FWUE was 71%. Similarly for other crops, the highest and lowest water-
use efficiency was 81% for Coly 5 and 97% for Bundure 4 and the average efficiency was 89%. 
Overall, the average FWUE for rice fields was 71% and 89% for other crops at the system level.  
 The conveyance system loss, based on the area under each node, can provide reasonable 
estimation for water demand forecasting in systems that have fixed conveyance system loss 
regardless of the quantity of water that flows through the system. For proportional distribution of 
conveyance system loss over the entire nodes, the average conveyance system loss of high 
evaporative demand months (i.e. December, January and February) was estimated using the 
average monthly value of these months. The conveyance system loss per day varies from 0.79 ML 
for Coly 1_2 to 17.30 ML for Yamma 2_3_4. This variation in daily conveyance system losses 
depends entirely on the total area of the node; the larger the area, the greater the daily conveyance 
system loss.  
 Similarly, the calibrated images of ETa were used for the estimation Kc_act at the pixel level 
over each node for rice crop and other crops separately. The Kc_act values for rice vary from a 
minimum of 0.86 in Coly 9 for the image of 3 November 2008 to a maximum of 1.06 for Yamma 
Main_Argoon for the image from the 22 January 2009. The average value derived for rice by 
Meyer et al. (1999) in this area ranges from 0.9 at initial stage to 1.1 at crop development and mid-
season stage. The Kc_act values for other crops exhibited very high variability across the nodes and 
even within the nodes because of different crop combinations. It varies from 0.08 in Bundure 7_8 
for the 22 January 2009 image to 1.20 in Bundure 3 for the 31 January 2009 image. The lowest 
value is related to pasture, which was completely finished by January in Bundure 7_8, while the 
highest value was found for lucerne in Bundure 3.  
 Results of irrigation demand forecasting indicate that the net irrigation demand forecast for 
fields at the node level (NIDFFN) shows a relatively high difference across the nodes. However, 
net irrigation demand forecast for fields at the system level (NIDFFS) shows no significant 
difference and has good agreement with actual water being delivered to fields. For 2008–2009, 
NIDFF at the system level (NIDFFS) was 4364 ML, 9387 ML and 9073 ML with demand supply 
ratio (DSR) of 0.69, 1.06 and 1.20 for December 2008, January 2009 and February 2009 
respectively. In terms of net irrigation demand forecast at system level, NIDFS, making an 
allowance for conveyance system loss, results indicate that monthly forecasted irrigation water 
demand was higher for the selected months of 2008–2009 compared to actual water diverted into 
the system (Fig. 3). It was found that the forecast demand was higher by 57%, 25% and 22% in 
December, January and February, respectively.  
 The main reason for the higher values of net irrigation demand at the system level is due to 
the use of a fixed value of conveyance system loss to maintain system operation. The fixed value 
of conveyance system loss is proportionally significant as compared to total water diverted due to 
extremely limited irrigation supplies in this season. In addition to conveyance system loss, the 
lower forecast demand is attributed to lower values of NIDFFN and NIDFFS, which was  
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Fig. 3 Comparison of forecasted irrigation demand and actual diverted water in the high evaporative 
months of 2008–2009. 

 
 
influenced by a lag time in updating Kc_act, inaccurate assessment of groundwater, change in water-
use efficiencies and remote sensing image analysis for ETa estimation. However, overall the 
demand forecasts have reasonable agreement with actual water diverted to the system, and can 
help in improving irrigation water management.  
 
 
CONCLUSION 

The applied methodology is very simple and cost effective for a demand driven irrigation system 
that has a good database, and daily demand can be forecast and updated by using remote sensing 
image analysis with minimum time input. This demand forecasting tool is based on a sound 
understanding of hydrological behaviour, novel remote sensing technology and forecasted 
meteorological data, and is useful for improved irrigation water management ranging from node to 
system levels. It may reduce the risks associated with over and under irrigation application by 
more accurately matching demand and supply. This methodology for demand forecasting will be 
tested for another cropping season in the near future.   
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Abstract In the presented study, a high resolution Terrestrial Laserscanner (Riegl LMSZ 420i) is used for 
scanning steep and barely vegetated slopes over a period up to 20 months between 2009 and 2010. The 
produced multitemporal ground-based laserscanning data on these slopes in combination with a 3-D-
Software (Riscan Pro) and a GIS (LIS Desktop) are used to quantify fluvial erosion by cut and fill analyses. 
To consider different climatic, surface and soil conditions these measurements are carried out in two areas, 
which are situated in the Alps (south Tyrol/Italy) and in the Mediterranean region (Island of Elba-
Tuscany/Italy). Since the investigations focus on the methodological approach, the data acquisition and the 
data processing are described in detail in the first part of the paper. The second part shows first results of 
using the method for cut and fill analyses for two test plots within the scanned slopes of both investigation 
areas. The results show that the amount of erosion and accumulation can be well detected by ground-based 
laserscanning. Due to the very high spatial resolution of the derived surface changes, the paper also shows 
the high capability of the method for detailed process analysis, which could lead to a better process 
understanding for erosion on steep and barely vegetated slopes.      
Key words  fluvial erosion; steep slopes; ground-based LIDAR; terrestrial laserscanning; GIS; Italy; Alps 
 
 
INTRODUCTION 

Fluvial erosion is not only a widely noticed problem for agricultural landscapes (Diodato & 
Bellocchi, 2008; Auerswald et al., 2009), but due to the process intensity it also plays a major role 
for the geomorphic system (Bryan, 2000), especially on steep and barely vegetated slopes, such as 
badland gullies. Up to now, erosion on such steep slopes was measured e.g. by using erosion pins 
or sediment traps (cf. Becht, 1995; Sirvent et al., 1997; Clarke & Rendell, 2006; Evans & 
Warburton, 2005; Haas & Heckmann, 2007; Haas, 2008; Della Seta et al., 2009). If used alone, 
these methods are both error-prone by influencing the slopes and are hard to use, particularly on 
very steep slopes with limited accessibility (Haas, 2008). Besides this, erosion is normally 
measured only with a small number of pins or traps (low resolution, small sample) and thus with 
restrictions for the interpretation and the transferability of the results.  

The use of ground-based laserscanning can help to solve the described problems and 
limitations. First tests on steep slopes in the Alps showed that using this method, fluvial erosion 
can be measured very accurately, with a very high spatial resolution, by not entering and therefore 
not influencing the slopes (Haas & Heckmann, 2007; Haas, 2008). This relatively new method is 
already used for measuring other hydromorphological processes that are shaping the Earth’s 
surface (cp. Rowlands et al., 2003; Heritage & Hetherington, 2007; Milan et al., 2007; Baldo et 
al., 2009; Hodge et al., 2009; Lim et al., 2009). 

This paper shows the experiences of using laserscanning for measuring fluvial erosion on 
steep slopes in Italy during a 20-month survey between 2009 and 2010, with the main focus of the 
paper on the data acquisition and on data processing in a GIS.  
 
 
STUDY AREA 

To consider different climatic, surface and soil conditions, fluvial erosion was measured on slopes 
in two different areas (Fig. 1), which are located in the Southern Alps (south Tyrol/Italy) and in 
the Mediterranean region (Island of Elba-Tuscany/Italy).  

The Alpine investigation area is situated at 2000 m a.s.l. in the upper Val di Funes valley 
(northern Dolomites), which is a tributary to the Eisack valley. The measured slope is barely 
vegetated, has an extent of 1050 m2, with a maximum flow length of 30 m and consists of fine to 
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Fig. 1 Location of the study areas in Tuscany and south Tyrol. The photographs show the monitored slopes. 
 
 

coarse ground moraine deposits (composite of permian and triassic sedimentary rocks). The slope 
angles are between 8° and 54°, with a mean of 32°. The climatic conditions are characterised by a 
mean annual rainfall of around 640 mm (weather station Brixen at 560m a.s.l.), a mean annual 
temperature of 11.2°C and a temporal snow cover during winter. The main snow melting period is 
from April until the end of May. 

The Mediterranean investigation area is situated at a recultivated former iron ore mine 
(haematite and pyrite) at Rio Marina at an altitude of around 50 m a.s.l. on the east coast of the 
Island of Elba, which is located close to the western coast of Italy. The investigated slopes are also 
barely vegetated, but have barriers for erosion control (see Fig. 1), have an extent of 500 and 650 
m2 and consist of mainly coarse (>sand) mine filling material and slag. The slope angles lie 
between 14° and 69°, with a mean of 39°.  

The climatic conditions are characterised by a mean annual rainfall of around 750 mm, with 
the main precipitation during the winter period (83% of rainfall between September and April) and 
normally without any snow cover. The mean annual temperature is around 15.3°C. 
 
 
MATERIALS AND METHODS 

Scanner system 

For the presented measurements, the terrestrial laser scanner system Riegl LMS Z420i was used. 
This long-range 3-D laser scanner has a maximum measurement range up to 1000 m (under natural 
conditions ~700 m for bare soils) with distance accuracy of 0.01 m (by single shot) and a scanning 
rate of 8000 points per second. The laser wavelength used is near infrared with a beam divergence 
of 0.25 mrad. This corresponds to an increase in the laser footprint by 0.0025 m per 100 m 
(manufacturer information). Besides laser scanning, a digital SLR camera (Canon EOS 350D) is 
mounted on the scanner for taking referenced high-resolution pictures of the scanned objects. Due 
to the SLR camera, every single point can not only be defined by space coordinates, but can also 
be characterized by a RGB value. These RGB values are applicable for colorizing the point clouds 
(better visualization) or for filtering of vegetation. Both the scanner and the SLR camera are 
operated by an external PC and the scanner software Riscan Pro.  
 
Data acquisition and processing 

Up to now the slopes were scanned at three time steps from a distance of around 50 m and by a 
scanning resolution of 0.05° (stepwidth of the scanning signal). This corresponds to a point density 
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of around 400 points per square metre. According to manufacturer information, the distance error 
of the measurement can be reduced (0.01 m to 0.005 m) by scanning the slopes at least four times 
and by averaging these four single scans. This can be done by a scan-sequence mode. Using this 
mode, slopes can be measured repeatedly with the same alignment. Averaging is done afterwards 
in Riscan Pro. During these investigations, every slope was scanned using this procedure of 
measuring four consecutive scans. 

For accurate referencing of the scans of the single time steps, a specific number of tie points 
on or near the slopes are required (Fig. 2). During this investigation a minimum of five tie points 
were used (reflector buttons with a diameter of 0.05 m). They were fixed by using screws or nails 
on unmoveable objects like big roots and trees, or on wooden debris flow barriers for the 
Mediterranean slopes. For every time step and prior to the scanning of the slopes, every single tie 
point was scanned very accurately by using a fine scan mode (around 2000 single shots).  
 
 

 
Fig. 2 Scanned slopes in the Val di Funes valley (A) and on the slopes at Rio Marina/Elba (B) and the 
locations of the fixed tie points. 

 
 

 
Fig. 3 Workflow of data processing and the analysing process. 
 
 
After the data acquisition in the field, the software Riscan Pro (3-D scanner software) was 

used for post-processing of the raw data (Fig. 3). At first the single scans (point clouds) were 
matched (registered) by using the scanned tie points. After this step, point clouds were manually 
corrected in order to delete items such as artefacts, birds or bigger vegetation.  
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After this, point clouds (x,y,z-coordinates and the RGB values) were imported into the 
database of LIS Desktop/SAGA GIS, to carry out the following processing and analysing steps. 
Primarily, DEMs of the slopes with a grid size of 0.05 m were derived by triangulating the point 
clouds. In order to filter vegetation, the RGB values were used to produce colourized datasets (grid 
with RGB values). Since RGB values are not appropriate for automated filtering processes, they 
were afterwards transformed into the HSV colour model. Thus vegetation could be eliminated 
from the DEMs by using the H value (e.g. by green or brown colours). Following this, the amount 
of surface changes were derived by subtraction of the filtered DEMs of the single time steps (cut 
and fill analyses).   
 
 

 
Fig. 4 Test plot of the slope in the Val di Funes valley (A), 3-D view of the erosion map for this test 
plot (B), histogram of erosion and accumulation (C) and slope profile of the test plot (D). 

 
 
Accuracy of the measurements 

To define the accuracy of the cut and fill analyses, a part of the slopes was scanned four times with 
the same alignments at one time step. Using the four derived DEMs, the measurement error could be 
clearly defined. For this test set-up, a mean standard deviation between the four DEMs of 0.0068 m 
(n = 4531) for the alpine slope and 0.0074 m (n = 4221) for the Mediterranean slope was derived. 
Based on these results, erosion or accumulation under 0.007 m was defined as not detectable by the 
experiment design used. Therefore, all calculated surface changes below this error were set to “no 
data” in the surface change maps and were not used for the statistical analyses. Additionally, the 
error is displayed behind every measurement result (e.g. 0.05 m ± 0.007 m). 
 
 
RESULTS AND DISCUSSION 

Val di Funes 

At the Val di Funes valley, the measurement results are shown for a randomly chosen single test 
plot (Fig. 4(A)) of the measured slope. The extension of the test plot is around 23 m2 by a flow 
length of nearly 6.5 m. The mean slope angle of the plot is 40.7° by a maximum of 62.7° and a 
minimum of 27.1°. The measured point density of this scan is around 350 points m-2 and the 
derived DEMs have a grid size of 0.05 m.  
 The results of the measurements show that erosion exceeds accumulation (Fig. 4(C)) on this 
test plot. Over a 12 month period (September 2009–September 2010), the surface change amounts 
to a mean value of –0.063 m year-1 ± 0.007 m, by a maximum of –0.62 m year-1 ± 0.007 m. This 
corresponds to a sediment yield of 1575 × 10-7 m3 m-2 year-1 ±105 × 10-7 m3 m-2 year-1. Figure 4(B) 
shows the spatial distribution of the erosion and accumulation on the plot. It is obvious that 
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erosion is very high on the upper third of the slope. In contrast, accumulation is very high in the 
lower part of the test plot due to a slight flattening (Fig. 4(D)). In total the mean amount of surface 
changes is slightly higher in contrast to the measured results on steep alpine slopes in moraine 
deposits by other studies using erosion pins or sediment traps (cf. Becht, 1995; Haas 2008). 
However, the maximum values of erosion are considerably higher in this study, and are 
comparable to the first laserscanning tests in the study of Haas & Heckmann (2007) and Haas 
(2008). This is because pins can lead to a stabilization or destabilization of bigger blocks in 
moraine deposits and thus the erosion of such blocks is not measurable by pins, but very well 
measured by laserscanning.  
 
Rio Marina 

At Rio Marina, the results of the measurements are shown also for a randomly chosen single test plot 
(Fig. 5(A)) of the measured slope (slope Nr.2 in Fig. 2). The extension of the test plot is around 23 
m2 by a flow length of nearly 6.5 m and thus comparable to the test plot in the Alps. The mean slope 
angle of the plot is 32.3° with a maximum of 52.1° and a minimum of 12.8° and is slightly lower 
than on the alpine slope. Due to a shorter scanning distance, the point density of this scan is slightly 
higher (400 points m-2), but the grid size of the derived DEM was also set to 0.05 m.  
 The measurements show that in contrast to the Val di Funes, there is only very slight 
deposition within the test plot and thus erosion clearly exceeds accumulation (Fig. 5(C)). The 
surface change amounts to a mean value of –0.031 m ± 0.007 m (0.019 m year-1 ± 0.007 m), by a 
maximum of –0.17 m ± 0.007 m, for a 20 month period (April 2009–November 2010). This 
corresponds to a sediment yield of 456 × 10-7 m3 m-2 year-1 ±105 × 10-7 m3 m-2 year-1. Figure 5(B) 
shows the spatial distribution of the erosion on the test plot. Because accumulation is very low on 
this slope, accumulation values are not displayed in the figure due to visual causes. It is obvious 
that on this test plot erosion is very high on the steep lower part of the slope (Fig. 5(D)) and in the 
rills (up to the maximum of 0.17 m ± 0.007 m) and there is only slight erosion at the inter-rill zone 
(around 0.01 m ± 0.007 m).  
 
 

 
Fig. 5 Test plot of the slope near Rio Marina (A), 3-D view of the erosion map for this test plot (B), 
histogram of erosion and accumulation (C) and slope profile of the test plot (D). 

 
 

Compared to the results of the alpine slopes, the mean surface changes are considerably lower 
on the Mediterranean slopes (only half). The higher mean values, and also the higher maxima of 
surface changes, are certainly the cause of the specific conditions on the alpine slopes such as the 
presence of snow, freezing and thawing processes, and especially of the specific conditions of the 
moraine deposits (with particle sizes from fine to very coarse debris). 
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CONCLUSION 

The results presented show that ground-based laserscanning is an appropriate method for 
generating high resolution multitemporal DEMs, which can be used for quantification of the 
surface changes (erosion and accumulation) on steep slopes. Furthermore the investigation 
indicates that particular attention has to be paid to the accurate fitting of the scans of the single 
time steps, since fitting errors have a significant effect on accuracy of the measuring result. The 
experiment design used, coupled with the low scanning distance (beyond 50 m), the use of the 
scansequence mode with averaging the single scans and the registration process by fine scanning 
of more than five tie points for every single slope, lead to a sufficient accuracy of the 
measurements, with a very high spatial resolution, and no touching or influencing the measured 
slopes. 

Thus the first results show the high potential of ground-based laserscanning, not only for very 
accurate quantification of erosion on steep slopes and a better measuring result in inhomogeneous 
moraine deposits, but especially for detailed spatial and statistical analyses. These analyses could 
lead to a better process understanding (e.g. interaction of different processes, the influence of the 
slope angle or flow length, etc.) in terms of modelling erosion on such slopes, especially if the 
measurements were carried out at a better temporal resolution.  
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Abstract Using the total column water vapour from the Constellation Observing System for Meteorology, 
Ionosphere and Climate (COSMIC) wet profile data, this paper analyses the distribution of the COSMIC 
soundings in southwest China and its adjacent area (the study area), and the water vapour distribution of the 
study area, in order to study the methods of analysing regional water vapour with COSMIC data. The 
analysis shows that according to the high-resolution of COSMIC soundings, COSMIC data will complement 
the lack of operational meteorological stations in the study area and provide more water vapour information. 
The analysis of the water vapour graph from COSMIC data shows that in southwest China and its adjacent 
area, the total column water vapour is influenced significantly by the topography and the altitude. The 
Tibetan Plateau is a large dry region, and its water vapour structure is obviously different from its 
surroundings. Further analysis shows that the water vapour accumulation over the Tibetan Plateau is through 
the following accesses: the Great Yalu Zangbu Canyon all the year round, southwest of the Himalayas from 
June to August, the northern areas in July, and some small local areas by heat convection from May to 
September. The water vapour over the north of the Bay of Bengal is relatively short in January, increases 
obviously in April, and reaches a maximum in July. 
Key words  GPS RO; COSMIC; total column water vapour; water vapour; Tibetan Plateau 
 
 
INTRODUCTION 

As a follow-on project of Global Positioning System/Meteorology (GPS/MET), in which 
atmospheric limb soundings were obtained from a low-Earth-orbit satellite with high vertical 
resolution (Ware et al., 1996), the Constellation Observing System for Meteorology, Ionosphere 
and Climate (COSMIC) project will improve understanding of the global water cycle and 
climatology of water vapour (Anthes et al., 2000). The study area encompasses the Tibetan 
Plateau, Sichuan Basin and Yunnan-Guizhou Plateau in southwest China and its adjacent area (the 
study area: 78.408°E–110.191°E, 21.148°N–36.486°N). As one of the world’s most data sparse 
areas, the study area has a lack of favourable water vapour measurements. Meanwhile, the water 
vapour distribution of the study area plays a crucial role in Asia, and even in global weather and 
climate due to the special topography and geographical position. Recently COSMIC has begun 
using Global Positioning System/Radio Occultation (GPS RO) (Kursinski et al., 1997) 
measurements to gain globally distributed water vapour profiles. Here, total column water vapour 
(TCWV) calculated from COSMIC wet profile data will be used to analyse the water vapour 
distribution of the study area. 
 
 
DATA AND METHODS 

COSMIC is currently providing between 1500 and 2500 profiles per day globally, with high 
vertical resolution. Here TCWV in the study area (78.408°E–110.191°E, 21.148°N–36.486°N) is 
calculated from COSMIC water vapour profiles during 2008. 
 
 
RESULTS 

There were 5096 COSMIC RO soundings uniformly distributed around the study area during 
2008, as shown in Fig. 1. As the traditional technique for water vapour measurements, there are 41 
operational meteorological radiosonde sites located in southwest China. Figure 1 only includes 
operational meteorological radiosonde sites in southwest China. These radiosonde sites are 
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administered by the China Meteorological Administration, which operationally launches 
radiosondes twice a day. A new technique that has been applied there is the ground-based GPS 
network (Wang et al., 2010), which has a total of 25 stations. The ground-based GPS network with 
the sites shown in Fig. 1 was established in September 2007 by a China-Japan cooperation project 
(Japan International Cooperation Agency), which continuously retrieves precipitable water vapour. 
Accordingly, COSMIC data will complement the lack of operational meteorological stations and 
provide additional water vapour information in the study area. 
 
 

 

(a) 

(b) 

Fig. 1 COSMIC RO soundings during 2008 are shown as dots (a), location of ground-based GPS sites 
as triangles (b), and location of radiosonde sites as crosses (b). 

 
 
 Figure 2 shows the distribution of the 5096 COMIC RO soundings varying with date (Fig. 2 
(a)), longitude (Fig. 2 (b)), and latitude (Fig. 2(c)) in the study area during 2008. The average of daily 
occurrence of COSMIC RO soundings is 14, the maximum is 29, and the minimum is 1 (Fig. 2(a)). 
By 1º longitude band, the average occurrence of COSMIC RO soundings is 154, the maximum is 
189, and the minimum is 36 (Fig. 2(b)). By 1º latitude band, the average occurrence of COSMIC RO 
soundings is 318, the maximum is 425, and the minimum is 165 (Fig. 2(c)). Obviously, COSMIC 
RO soundings show favourable spatial and temporal resolution in all weather. 

Figure 3 shows a map of COSMIC TCWV in the study area with continuous data during 
2008. The map includes data from 5096 COSMIC RO soundings. As is shown by this map, 
TCWV in the study area does not progressively decrease from low-latitude regions to high-latitude 
regions. The Tibetan Plateau is a remarkably large, dry region. Moreover, its water vapour 
structure, which is probably impacted by its unique thermodynamic structures (Wu et al., 2005), is 
obviously different from its surroundings. Meanwhile, the Himalayas on the south of the Tibetan 
Plateau block off water vapour from the Bay of Bengal and the Indian Ocean. The one and only 
apparent wet region in the Tibetan Plateau is the Great Yalu Zangbu Canyon. On the east of the 
Tibetan Plateau, the Sichuan Basin is a moist region, where some moister places coincide with the 
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(a) 

(b) 

(c) 

Fig. 2 Distribution of COSMIC RO sounding events during 2008: (a) distribution with date, 
(b)distribution with longitude, (c) distribution with latitude. 

 
 

 
Fig. 3 Total column water vapour with continuous data during 2008. 
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places where rivers confluence. The Yunnan-Guizhou Plateau is relatively moister owing to its 
lower altitude and latitude compared with the Tibetan Plateau. In addition, the moistest region in  
 
 

 

(b) (a) 

(c) (d) 

(e) (f) 

(g) (h) 

(i) (j) 

(k) (l) 

Fig. 4 Total column water vapour from January to December (Unit: mm). (a) Jan., (b) Feb., (c) Mar., 
(d) Apr., (e) May, (f) Jun., (g) Jul., (h) Aug., (i) Sept., (j) Oct., (k) Nov., (l) Dec. (The intervals of the 
contour lines of (a), (b), (l) are 2 mm; the intervals of the contour lines of (c), (d), (e), (i), (j), (k) are 
5 mm; the intervals of the contour lines of (f), (g), (h) are 10 mm.) 
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the study area is the north of the Bay of Bengal. TCWV over the north of the Bay of Bengal is 
much higher than TCWV over the Beibu Bay, at the same latitude in the study area. To the south 
of the Tibetan Plateau, higher TCWV often appears along great rivers. Besides, TCWV over the 
Ganges in the Indian subcontinent is a bit higher than TCWV over the river valleys in the west of 
the Indo-China Peninsula. Furthermore, TCWV over the river valleys in the west of the Indo-
China Peninsula is higher than TCWV over the Red River in the east of the Indo-China Peninsula. 
TCWV over the Red River is also higher than TCWV over the Mekong. Consequently, TCWV 
over the study area is influenced significantly by the topography and the altitude. 

Figure 4 shows TCWV from January to December in the study area. It is observed that from 
January to December water vapour passes through the Great Yalu Zangbu Canyon to the southeast 
of Tibet. January is the driest month in the study area; the Tibetan Plateau is a large continuous dry 
region with TCWV mostly <2 mm. Water vapour develops most strongly over the Irrawaddy 
River in the Indo-China Peninsula; at that time TCWV over the north of the Bay of Bengal is 
lower than TCWV over the Beibu Bay. In February, the continuous dry region in the Tibetan 
Plateau with TCWV lower than 2 mm becomes a bit narrower. In March, TCWV over the 
continuous dry region in the Tibetan Plateau mostly becomes <5 mm. In April, water vapour over 
the north of the Bay of Bengal and water vapour over the west of the Indo-China Peninsula 
strengthen obviously. In May, the continuous dry region in the Tibetan Plateau shrinks northwards 
and westwards; in the continuous dry region are several small moist areas, which are probably 
caused by local ascending motion and shear lines (Xu et al., 1996). In June, moisture penetrates 
over the southwest of the Himalayas into the Tibetan Plateau; the dry region in the Tibetan Plateau 
with TCWV lower than 5 mm shrinks sharply, and relatively moist areas also appear in the 
Tibetan Plateau. At the same time, in the Tibetan Plateau there are some small water vapour 
accumulation areas, which are probably caused by local heat convection. July is the wettest month 
in the study area; water vapour over the north of the Bay of Bengal reaches its peak and moisture 
spreads eastwards along the southwest of the Himalayas, deeply into the Tibetan Plateau, as well 
as a narrow band of moisture that spreads into the Tibetan Plateau from the north. In the 
meantime, there are some small water vapour accumulation areas in the east of the Tibetan 
Plateau. August is the second wettest month. In September, the dry region in the Tibetan Plateau 
becomes continuous again, and still there are some small water vapour accumulation areas in the 
east of the Tibetan Plateau. In October, the dry region in the Tibetan Plateau widens dramatically; 
TCWV over the Tibetan Plateau is mainly below 5 mm. In November, the dry region with TCWV 
lower than 5 mm widens eastwards. In December, the TCWV of the dry region in the Tibetan 
Plateau becomes mainly below 2 mm. 
 
 
CONCLUSION 

From what has been analysed above, it can be concluded that: 
 

(1) With high resolution in southwest China and its adjacent area (the study area), COSMIC 
TCWV will complement the lack of high resolution data of water vapour measurements in the 
study area and provide more water vapour information. 

(2) TCWV in the study area is significantly influenced by topography and altitude, and it does not 
progressively decrease from low-latitude regions to high-latitude regions. 

(3) The Tibetan Plateau is a continuous large, dry region, and its water vapour structure is 
obviously different from its surroundings. Throughout the year water vapour passes through 
the Great Yalu Zangbu Canyon to the Tibetan Plateau. In June, July and August, water vapour 
climbs up through the southwest of the Himalayas to the Tibetan Plateau. A small quantity of 
water vapour drifts from the north to the Tibetan Plateau in July. Water vapour also 
accumulates over some small local areas by heat convection from May to September. 

(4) Water vapour over the north of the Bay of Bengal is relatively low in January, increases 
obviously in April, and reaches a maximum in July. 
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Abstract Flood and drought prevention and correction measures should be prioritised towards areas that 
most suffer, with the aid of a risk assessment. Flood and drought risk assessments in Thailand are often 
conducted based on runoff estimation from models with coarse temporal and spatial resolutions. This has the 
benefit of being easy to apply with modest data requirements. To improve the accuracy and resolution of 
runoff estimation, however, a model with higher temporal and spatial resolutions is suggested. This paper 
investigates whether, given readily available data, the ArcSWAT framework results in risk maps different 
from those produced using the rational formula at a relatively coarse spatial-temporal scale. Using the 
Tubma basin as a case study, the two methods produced significant differences in the sub-basin scale 
drought risk map, but not the flood risk map. Both the ArcSWAT model and rational formula yielded 
identical priority-area maps developed from the overlay of the flood and drought risk maps. This indicated 
that a model with coarse temporal and spatial resolutions, i.e. the rational formula, is comparable to a more 
complex model, i.e. ArcSWAT, when used for developing sub-basin scale priority maps given readily 
available data in Thailand. However, the potential for ArcSWAT or other distributed models to deliver 
higher resolution results with sufficient reliability needs to be further investigated. 
Key words  risk map; risk assessment; water balance; spatial resolution; temporal resolution; Thailand; Tubma basin; 
water availability 
 
 
INTRODUCTION 

Thailand has been an agricultural country, but increasing industrialisation in recent decades and 
associated urbanisation, is increasing demand for water. Communities in many regions of 
Thailand, including the industrial regions, have frequently suffered not only from water shortages, 
but also floods caused by variations in climate, unsuitable attention to detail in risk assessment, 
and unsuccessful management practices.  
 Instead of developing a full risk assessment, this paper aims to investigate a method that can be 
applied efficiently at a national scale, using readily available data, to identify priority areas where 
there is the highest potential risk. Conventionally, such a risk assessment in Thailand is performed at 
a monthly scale and for entire sub-basins (Chitradon et al., 2009) with areas ranging from 160 km2 to 
12 800 km2 (Hydro and Agro Informatics Institute, 2007). As a result, the conventional risk assess-
ment may not represent well the timing and location of floods and droughts, since the relevant time-
scales (especially for flood risk) may be smaller than a month, and the risks may occur in local areas 
smaller than the entire sub-basin. With the aim of improving the temporal and spatial resolutions of 
the risk assessment, estimation of runoff via a continuous distributed rainfall–runoff model is an 
attractive option. With increasing computer power and nationally-available spatial data sets to sup-
port hydrological modelling, this type of approach is becoming feasible. However, the value of using 
such a complex model depends on how much extra value it adds to the risk analysis, considering the 
underlying data and model limitations, over and above the simpler broader-scale analysis. The value 
of using higher temporal and spatial resolution models for developing prioritisation risk maps will be 
addressed in this paper using a case study of the Tubma basin in the east of Thailand.  
 
 
DESCRIPTION OF THE STUDY CATCHMENT 

The Tubma basin (197 km2) (Fig. 1) has suffered from water shortage due to the loss of wetlands 
and a rapid increase in water demand. The terrain is plain, alternating with hilly slopes. Based on 
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the information of the Department of Mineral Resources, the geology of the Tubma basin consists 
of discontinuous layers of rocks ranging in age from the oldest Precambrian to Quaternary. The 
prevalent soil type in the basin is a deep layer of sandy loam with high porosity, and thus good 
drainage ability, but poor capacity to absorb water. Potato, oil palm, fruit tree, and rubber tree are 
examples of common crops. The Tubma basin is susceptible to high erosion owing to its 
undulating hills and ploughing of the soil for agriculture. About 55% of the basin is agricultural, 
35% is residential, official and industrial areas, 8.6% wetland, and 1.1% open water. 
 
 

  
Fig. 1 Location of the Tubma basin with main rivers, sub-basins, gauging stations and the associated 
industrial region. 

 
 

 The Tubma basin has a tropical climate with three seasons – rainy, winter, and summer – which 
are mainly characterised by the southwest and northeast monsoons (Thai Meteorological 
Department, 2007). The southwest monsoon is formed in a high pressure zone in the Indian Ocean 
causing the rainy season between mid-May and mid-October, while the northeast monsoon 
originates from a high pressure zone near Mongolia and China, bringing dry and cold air to the 
Tubma basin between mid-October and mid-February. Summer, the transition period between the 
southwest and northeast monsoons, starting from mid-February to mid-May, is usually dry and hot, 
but thunderstorm, and strong breezes occasionally occur due to the convergence of hot air covering 
Thailand and cold air spreading from China. The Tubma basin receives relatively high rainfall 
compared to other regions of Thailand because it is situated on the windward side of the country 
during the southwest monsoon. The mean annual rainfall, calculated based on the rainfall data 
between 1973 and 2006, is 2092 mm, while the rainfall in other regions, except for the west coast 
basin of Thailand, ranges from 964 to 1972 mm (Royal Irrigation Department, 2010). The Tubma 
basin is subjected to tropical cyclones, usually arriving in October. Most flooding has been caused by 
heavy rainfall generated by tropical depressions rather than the more severe rainfall that comes with 
typhoons. This is because of the higher occurrence of the former type of event. Shortages of water 
usually take place in January–April and July–August (Hydro and Agro Informatics Institute, 2010). 
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METHODOLOGY 

Flood and drought risk maps were developed using the difference between water supply and 
demand as a risk index. Thus, the aim is screening for areas likely to be most at risk, rather than 
absolute measures of risk. The total supply to each sub-basin (see Fig. 1) was an aggregate of three 
components, including: the runoff obtained from the ArcSWAT model or rational formula, flow 
from upstream sub-basin(s), and additional water from the Dok Krai and Nong Pla Lai reservoirs 
(as shown in Fig. 1) supplied for industrial use. Water demand consists of demand from 
household, agriculture, and industry. Household demand was estimated based on the population of 
each sub-basin and rate of water usage (6 m3/head/month) (Koonthanakulvong, 2006). The 
industrial water consumption depends primarily on the type of industry and it was estimated from 
the typical water consumption rate per unit of power (m3/hp/month). Agricultural demand was 
calculated based on crop type, crop area, crop water usage, and amount of effective rainfall.  
 Once the water supply and demand were determined, the water balance for each sub-basin 
was obtained by deducting the total demand and environmental flow from the total supply. The 
environmental flow for each sub-basin was approximated to be 10% of the total runoff in that sub-
basin. A positive water balance is a surplus and indicates flood risk, while a negative water 
balance indicates drought risk. The values of maximum/minimum monthly water balance of each 
sub-basin were drawn from the entire period of simulation (from 1 January 1993 to 31 December 
2005) and compared across all nine sub-basins. The level of flood/drought risk was classified into 
three classes — high, medium, and low. The three sub-basins with the maximum surplus or deficit 
were labelled as areas with relatively high potential risk. The next three sub-basins having 
lower/higher values of water balance were classified as medium risk-prone areas, and the last three 
sub-basins, having the least surplus or deficit, were labelled as areas with low potential risk. The 
priority maps were the end result of superimposing the flood and drought risk maps according to 
criteria set by the Hydro and Agro Informatics Institute: for example, sub-basins with high flood 
and high drought risks were classified to have high priority; sub-basins with medium flood risk 
and low drought risk were classified to have medium priority.  
 
 
SURFACE WATER ESTIMATION USING THE ArcSWAT MODEL 

To estimate runoff using the ArcSWAT model (Neitsch et al., 2005), daily rainfall, daily maximum 
and minimum temperature, and geographical data including the digital elevation model (DEM), land 
use, and soil type were input into the model. The watershed delineation tool in the ArcSWAT model 
was employed to delineate the nine sub-basins shown in Fig. 1. The location of streamflow gauge 
Z.38 (Fig. 1) was manually added into the model for the purpose of calibration. The nine sub-basins 
were divided into 146 hydrologic response units (HRUs) based on judging hydrological uniformity 
in terrain, land use, and soil type. The crop parameters were estimated from the database embedded 
in the ArcSWAT tool. The soil parameters were calculated from the Usersoil database created by the 
Hydro and Agro Informatics Institute based on the data from the Land Development Department. 
Potential evapotranspiration was estimated based on the Penman-Monteith equation. The rainfall 
distribution in each sub-basin was generated based on the records of three raingauges, as shown in 
Fig. 1. A mixed exponential distribution was adopted for temporal infilling of rainfall (using 
ArcSWAT’s weather generator program, WXGEN) (Neitsch et al., 2005). The modelled streamflow 
was calibrated against observed monthly flow between 1 January 1995 and 31 December 2000. The 
validation period was from 1 January 2001 to 31 December 2005. The best calibration yielded r2 = 
0.75 and Nash-Sutcliffe Efficiency (NSE) = 0.63. The r2 and NSE values for the validation period 
were 0.65 and 0.38, respectively. This validation performance might be improved by the 
identification of a more suitable model structure, but for the purpose of this study it was considered 
acceptable. In comparison, the NSE obtained in a previous application of ArcSWAT to the Klong 
Yai catchment, with an area of about 322 km2, was 0.34 (Nuim, 2006). The estimated surface runoff 
was used as net runoff for developing risk maps.  
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RUNOFF ESTIMATION USING THE RATIONAL FORMULA 

The monthly runoff coefficients used in this paper were estimated using the monthly average flow 
from 1993 to 2005 at the catchment outlet divided by the monthly average rainfall over the 
catchment. The monthly runoff coefficients for all sub-basins were assumed to be equal, regardless 
of spatial differences in terrain, soil type, and land cover. The areal rainfall for each of the sub-
basins was estimated by the Thiessen polygon method. The potential evapotranspiration was 
calculated based on the Penman-Monteith equation and records at the weather station 478201, as 
shown in Fig. 1. The actual evapotranspiration, obtained by the multiplication of a crop coefficient 
and the potential evapotranspiration, was deducted from the total runoff. The remaining runoff was 
used as the water supply of the sub-basin. In summary, the primary differences between this 
method and the ArcSWAT model are: the finer space and time scale used for runoff calculation in 
ArcSWAT; the nonlinear runoff generation processes in ArcSWAT; and the use of default 
ArcSWAT parameters, subject to some calibration, rather than the empirical monthly runoff 
coefficients used in the rational method. 
 
 
RESULTS AND DISCUSSION 

The interpretation of results can be separated into two perspectives. The first perspective concerns 
local risk assessment (for a particular sub-basin) and another perspective is the prioritisation of 
sub-basins (comparing degree of risk at a particular sub-basin with the other eight sub-basins). 
Based on the maximum risk out of all months, both the ArcSWAT model and rational formula 
yielded identical flood risk maps but slight variations in drought risk maps as shown in 
Fig. 2(a),(b), and Fig. 3(a),(b). The priority maps obtained based on the ArcSWAT model and 
rational formulas were identical. However, this may be influenced by the criteria for priority risk 
mapping set by Thailand’s Hydro and Agro Informatics Institute: a change in thresholds used to 
classify level of risk may lead to different results. 
 
 

   

(b) (c) (a) 

Fig. 2 Risk maps based on the ArcSWAT model: (a) flood risk map, (b) drought risk map, (c) priority 
risk map. Darker shades represent the higher risks. 

 
 

   

(a) (b) (c) 

Fig. 3 Risk maps based on the rational formula: (a) flood risk map, (b) drought risk map, (c) priority 
risk map. Darker shades represent the higher risks. 
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 Considering a particular sub-basin and month, the ArcSWAT model and rational formula 
showed some conflicting results for water balance (not shown in this paper). While the ArcSWAT 
model indicated negative water balance, the rational formula may indicate positive water balance, or 
vice versa. The ArcSWSAT model may provide a more accurate simulation at this scale because the 
temporal and spatial variations within a sub-basin have an effect on the water balance at a sub-basin 
scale. Additionally, the ArcSWAT model potentially allows priority areas to be defined at as small a 
scale as HRUs. Also, unlike the rational formula or other simple models, the ArcSWAT model is 
able to estimate hydrological components other than flow, i.e. actual evapotranspiration, lateral flow, 
and groundwater yield. And, in the case of a particular flood event, an analysis can be performed by 
selecting a sub-daily simulation in ArcSWAT. Given the new availability of high resolution spatial 
data sets covering Thailand, there is therefore a potential opportunity to improve the accuracy and 
resolution of national-scale flood and drought risk assessment. 
 However, this relies on the ability to adequately reduce the uncertainties inherent to using 
models such as ArcSWAT. Uncertainties related to ArcSWAT in this study were believed to be 
caused largely by the estimates of soil parameters. These were estimated from the Usersoil 
database instead of the embedded database in ArcSWAT. The advantage of using the tailor-made 
Usersoil database is its greater relevance to the soil type in the Tubma basin. However, the 
development of the Usersoil database was partly subjective, and it was not easy to match the soil 
types provided by the Land Development Department to the soil table that supports the ArcSWAT 
model. The Usersoil database contained a smaller number of soil properties compared to 
ArcSWAT’s embedded database, hence judgement was required to specify suitable values of the 
corresponding parameters, and these were assumed to be uniform over the sub-basin. Thus, the 
results from the ArcSWAT model may be more reliable if more extensive information regarding 
soil and groundwater properties can be acquired. Uncertainty also arises from rainfall, climate, and 
streamflow data. Having more flow gauges, ideally for each individual sub-basin, would make 
calibration possible for each sub-basin.  
 Hence there is some doubt about whether ArcSWAT can provide the required reliability with 
the available data, particularly regarding soils and rainfall-flow data for calibration. It may be that an 
intermediate-level model, which is more dynamic than the applied rational method, and may be 
applied in a distributed manner, but is less data demanding than ArcSWAT, may be useful. For 
example, the IHACRES model (i.e. Scoccimarro, 1999; Schreider et al., 2002; Jakeman & Letcher, 
2003), and the NAM model (i.e. Shamsudin & Hashim, 2002; Mapiam & Sriwongsitanon, 2009) 
have shown some promise in these previous applications to Thai catchments. 
 
 
CONCLUSION 

This paper begins to investigate the suitable level of complexity of a rainfall–runoff model to 
support screening of flood and drought risk over Thailand. Simple indices of flood and drought 
risk were used at a monthly and sub-basin scale. On one hand, using a model with higher temporal 
and spatial resolutions (ArcSWAT) had a significant effect on the water balance calculations at a 
sub-basin scale. On the other hand, it did not contribute to any change in the priority sub-basins 
over the entire basin. It is therefore concluded that, given the available data and given that the 
purpose is to screen for priority areas, the simpler model is suitable. However, the growing 
availability of spatial data, although perhaps not yet adequate to support ArcSWAT, promises to 
make higher resolution screening possible in the near future. Thus, continued efforts at developing 
national hydrological databases are recommended. In terms of modelling, more effective use of 
existing data may be achieved by regionalisation (for predicting flows in ungauged sub-basins) 
and testing of alternative medium-complexity hydrological models. 
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Abstract This study presents preliminary results obtained with a new procedure for the automatic 
calibration of hydrological models based exclusively on spatial altimetry data. The technique is based on the 
minimization of biases between discharges computed by the hydrological model and by stage versus 
discharge relationships (h × Q model) derived from the combination of spatial altimetry data and modelled 
discharges at virtual stations. The study area is the Branco River basin, located in the northern Amazon 
basin. Spatial altimetry data provided by the ENVISAT satellite at four virtual stations are used in the 
optimization process for the 2002–2006 periods. For altimetry-based cases, the Nash-Sutcliffe (NS) 
coefficient varied from 0.66 to 0.94, the NS for the logarithms of streamflows from 0.61 to 0.95 and the 
relative error (RE) from 0.18 to 0.73. The best values for discharge-based cases were 0.94, 0.96 and 0.16, 
respectively. The results show that the new altimetry-based optimization approach can provide improved 
solutions and reliably reproduce discharges time series. It also gives results similar to those provided by 
discharge-based optimization approaches, with competitive computational costs. 
Key words  automatic calibration; spatial altimetry; hydrological modelling; rating curve 
 
 
INTRODUCTION 

A recent study has demonstrated the feasibility of integrating spatial altimetry data into the 
automatic calibration of hydrological models by using a previously defined stage–discharge 
relationship (also known as a rating curve equation) distributed to convert simulated discharges 
into water depths at the catchment scale (Getirana, 2010). Objective functions adapted to the 
difference between water depths and altimetric data conducted the automatic calibration process 
toward optimal parameter sets. The ongoing research on this issue has revealed a new hydrological 
model optimization procedure which does not require observed discharge data at gauge stations 
nor previously defined stage versus discharge relationships. The new approach allows one to 
automatically calibrate distributed hydrological models by considering only water levels derived 
from, for example, radar altimetry satellites. The technique is based on the coupling of an h × Q 
model with the optimization scheme composed of stage versus discharge relationships. These 
relationships are derived from the combination of spatial altimetry data and modelled discharges at 
virtual stations. The automatic calibration proceeds with the minimization of biases between 
discharges computed by the hydrological model and by the h × Q model coupled with the 
optimization scheme. The h × Q model is supplied with spatial altimetry data and modelled 
discharges at virtual stations and generates best fitted rating curves represented by their 
coefficients such as the zero-flow water height (z). The optimization process calibrates parameters 
of both the hydrological model and the h × Q model. The main objective of this paper is to 
introduce this new automatic calibration procedure and to evaluate its potential of providing 
accurate water discharges. An analysis is also performed in order to evaluate the sensitivity of the 
method to different objective functions (OFs) and rating curve equations used in the optimization 
scheme, and to identify which of these OFs and rating curves are the best suited for the study case. 
 The study area is the Branco River basin, located in the northern Amazon basin, which has a 
drainage area of about 190 000 km2 (Fig. 1 left). The Branco River basin has mean precipitation 
and runoff rates of 5.6 mm/day and 2.4 mm/day, respectively. Its hydrological cycle is composed 
of well defined wet and dry seasons, with floods occurring between May and August, reaching 
peaks in June and July (Getirana et al., 2010). 
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Fig. 1 (a) Location of the study area, the Branco River basin. Four virtual stations (vs1, vs2, vs3 and 
vs4) and one gauge station (Caracaraí station) are used to calibrate the hydrological model.  
(b) Hydrographs at the Caracaraí station in 2005 resulted from the four cases analysed. 

 
 
DATASETS 

The topography was derived from the SRTM DEM (http://srtm.csi.cgiar.org/). The land cover map 
was obtained from a classification of multi-temporal JERS-1 images, as described by Martinez & 
Le Toan (2007). The soil map was acquired from the Food and Agriculture Organization (FAO) 
database. The Branco River basin is equipped with 41 raingauge stations operated by the Brazilian 
Water Agency (Agência Nacional de Águas – ANA). Additional stations located within the Negro 
and Orinoco river basins have also been considered for creating the precipitation field of the study 
area. Meteorological data (air temperature and humidity, solar radiation, surface pressure and wind 
speed) were derived from the NCEP/DOE AMIP-II reanalysis (Roads et al., 2002). Discharge data 
at the Caracaraí station are considered in this study (Fig. 1(a)). This station is located 400 km 
upstream of the confluence of the Branco and Negro rivers, draining an area of 126 000 km2. 
 Data provided by the altimeter onboard the ENVISAT satellite is used in this study. Errors in 
altimetric time series along rivers within the Amazon basin are from 0.07 m to 0.40 m, with an 
average of 0.22 m (Frappart et al., 2006). A comprehensive description of ENVISAT data 
processing and acquisition over the Negro River basin (including the Branco River basin) can be 
found in Roux et al. (2010) and Getirana et al. (2009b, 2010). Altimetric data at four virtual 
stations (vs1, vs2, vs3 and vs4) along the Branco River, from October 2002 to November 2006, are 
considered in this study (Fig. 1(a)). The VS provides time series with 34 to 38 altimetric 
observations for the study period, depending upon the track. 
 
 
METHODOLOGY 

Briefly, eight model parameters of the MGB-IPH hydrological model (Collischonn et al., 2007) 
were automatically calibrated for the 2002–2006 period with the MOCOM-UA multi-criteria 
global optimization algorithm (Yapo et al., 1998). A number, ns, of parameter sets, including the 
set of initial guess parameters, were randomly distributed into a hyper-domain limited by the 
minimum and maximum parameters values. The parameter sets are represented by a matrix θo of 
dimensions [nvs, ns], where nvs stands for the number of virtual stations. The parameter sets, 
together with the precipitation field, meteorological forcings, soil and land cover distribution and 
other topography-derived hydrological information, are used to run the MGB-IPH model 
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(Collischonn et al., 2007; Getirana et al., 2010), resulting in the vector [ ]
kj,i,simj,1i,simji,sim q,,q=Q ...  (or 

simply Qsim) of discharges simulated by the hydrological model, where i and j are indexes for the 
ns parameter sets and the nvs virtual stations, respectively, and k is the number of time steps of the 

altimetric time series. Altimetric data at virtual stations [ ]
kj,altj,1altjalt hq,,h=H ...   (or simply Halt) and 

Qsim are combined in the h × Q model, resulting in best fitted rating curve equations. The 
combination is performed for each parameter set i, resulting in ns rating curves for each virtual 
station j. The H vectors are merged with rating curves of the respective virtual stations, deriving 

new discharges [
kj,i,simj,1i,simji,sim q',,q'=Q' ... ]  (or simply Q'sim). The MOCOM-UA multi-objective 

optimization scheme evolves the ns parameter sets by minimizing the multi-objective vector 

[ ] (or simply F), where m is the number of objective functions. F is minimized as a 
function of Qsim and Q'sim, where the latter one stands as the target.  

mj,i,ji,ji, f,,f=F ...,1

 The application of the proposed methodology is constrained by two main conditions: 
(1) Adequate representation of the hydrological seasonality: 
 (a) by the altimetric data – the errors attributed to altimetric data must be sufficiently low and 

the data availability sufficiently high. The instant when data are acquired also contributes to 
an adequate representation of river seasonality; 
(b) by the rainfall data – spatial and temporal distribution of rainfall over the watershed must 
be consistent with the “true” precipitation. 

(2) Backwater effects at virtual stations must be insignificant. This means that the stage × 
discharge relationship at a given station can be represented by a single rating curve. 

 
The h × Q model 

The stage × discharge relationship is a hydraulic property of a given river section and is unknown 
a priori. This relation must be approximated to a curve (the rating curve), normally achieved from 
in situ measures and supported by the analysis of streamflow parameters (Jaccon & Cudo, 1989). 
In general, the stage × discharge relationship at a river section can be expressed by mathematical 
expressions as a continuous curve or as successive linear reaches. The most frequently used form 
is the exponential one: 

( )b'b' zHa=ha=Q −⋅⋅  (1) 
where Q stands for the estimated discharge, h, H and z are the river  depth, the river water height 
and the zero-flow water height, respectively, which can be approximated to the river bed height. a 
and b' are coefficients defined for a given period and location. If river depth equals zero-flow 
water height, the discharge provided by a rating curve is zero. The linear form of equation (1) is 
given as ( ) ( ) ( )zHb'+a=Q −⋅lnlnln . 
 Sets of coefficients a and b′ and the zero flow height z are obtained by a single search 
algorithm. A range of z values are used in a linear regression and the set of coefficients that results 
in the best regression are considered to represent the rating curve. 
 
Model set-up  

The Branco River basin was discretized into 447 cells of sizes up to 625 km. The precipitation and 
meteorological forcings (temperature, air humidity, pressure and solar radiation) were spatially 
distributed throughout the basin using the inverse squares of distances approach. River length and 
slope were derived from the SRTM DEM processing. Table 1 lists the eight parameters considered 
in the optimization procedure. A more detailed description of these parameters can be found in 
Collischonn et al. (2007) and Getirana et al. (2010). 
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Table 1 Model parameters subjected to the automatic calibration. 
Parameter First guess min and max values Hydrological process 
b [-] 1 [0.01–2] Variable infiltration curve 
Kint [mm.d-1] 25 [0.25–50] Sub-surface flow 
Kbas [mm.d-1] 10 [0.1–20] Groundwater flow 
CS [-] 35 [0.35–70] Surface flow 
CI [-] 100 [1–200] Sub-surface flow 
Wc [mm] 0.55 × Wm [0.1–0.825×Wm] Groundwater vertical flux 
Wm1 [mm] 1500 [150–3000] Water storage on the soil (GRU1) 
Wm2 [mm] 1500 [150–3000] Water storage on the soil (GRU2) 
 
 
Cases 

The cases have been created by combining, two by two, three performance coefficients: the Nash-
Sutcliffe performance coefficient (NS), the logarithmic Nash-Sutcliffe (LNS) and the relative error 
(RE) of predicted discharges. They are given as: 

( )
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∑
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where t is the time step, nt the total number of days disposing of observed data, O and S are, 
respectively, the target (observed) and simulated signals at time step t, and O  the mean value of 
the target signal for the entire period. NS and LNS range from –∞ to 1, where 1 is the best 
optimum. RE varies from zero to +∞, where zero is the optimum. 
 Two cases are optimized using the proposed approach with ENVISAT altimetric data at four 
virtual stations (Fig. 1(a)). They are composed of two pairs of objective functions. The h × Q 
model follows equation (1). The sets of objective functions are: NSH × LNSH and NSH × REH (the 
subscript H means that performance coefficients were calculated with altimetric data). At each 
virtual station, a pair of performance coefficients are calculated. The objective functions used in 
the optimization scheme are the weighted sum of these values. For practical reasons, performance 
coefficients at all VS’s have been weighted homogeneously. 
 In order to evaluate how close the proposed approach can get from standard optimization 
approaches (i.e. using in situ data), two additional cases using observed discharges at the Caracaraí 
station have been considered. They are composed of two pairs of objective functions NSQ × LNSQ 
and NSQ × REQ (the subscript Q means discharge data); ns was fixed to 100. 
 
 
RESULTS 

Optimal solutions provided by altimetry-based cases had mean Nash-Sutcliffe values for streamflows 
NSQ varying from 0.90 (case 2) to 0.94 (case 1). These values represent a significant improvement 
when compared to the first guess (NSQ = 0.65) and are close to those obtained with discharge-based 
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cases 3 and 4 (0.94, as shown in Table 2). Best mean LNSQ and REQ values were found in case 1 
with 0.95 and 0.19, respectively. These scores are also similar to those provided by discharge-based 
cases (LNSQ = 0.95 and REQ = 0.18) and better than the first guess (LNSQ = 0.84 and REQ = 0.28). 
However, not all altimetry-based cases resulted in improved LNSQ and REQ. For example, case 2 had 
mean LNSQ and REQ values of 0.82 and 0.43, respectively, which are inferior to those obtained with 
the first guess parameter set. Figure 1(b) shows daily discharges in 2005 of the four cases. Note that 
case 2 (using REH) had more inaccurate discharges, especially in low water seasons. This resulted in 
LNSQ and REQ with wider ranges overlapping the first guess (not shown). 
 
 
Table 2 Results of the automatic calibration processes: generations and evolutions of each case, and scores 
NS, LNS and RE for streamflows. Scores correspond to the mean values of the ns-point population. 

Objective 
function 

Generations Optimal of values  Scores for streamflows Case Evolutions 

LNSH REH NSQ LNSQ REQ  NSH 

First guess – – –    0.65 0.84 0.28 
1 NSH × LNSH 3318 502 0.82 0.88 – 0.94 0.95 0.19 
2 NSH × REH 2833 472 0.82 – 0.26 0.90 0.82 0.43 
3 NSQ × LNSQ 2925 366 – – – 0.94 0.95 0.18 
4 NSQ × REQ 2911 377 – – – 0.94 0.95 0.18 
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Fig. 2 Parameter sets resulted from the optimization processes.  

 
 
 The high heterogeneity of parameter sets is evidence that optimal results can be found with 
different parameterizations (Fig. 2). This can be explained by the fact that objective functions have 
different impacts on parameter sets, that some cases can improve discharges but not exactly 
refining parameters, or that there exists a compensation of parameters representing similar physical 
processes in the model. On the other hand, Wm1 converged to similar values in all cases. This 
reveals high model sensitivity to this parameter, which is influenced significantly by the 
predominance of GRU1 over the basin, covering about 77% of the draining area. The main 
differences between optimal parameters in discharge-based cases are observed in Kint and Kbas.  
 
 
CONCLUSIONS 

This study presented a new methodology to integrate radar altimetry data into the automatic 
calibration of distributed hydrological models by means of the coupling of an h × Q model (stage 
× discharge relationships) and a multi-criteria global optimization approach. As the technique is 
entirely free from in situ discharge data, the targets of the optimization process are discharge time 
series derived from the rating curves fitted among radar altimetry data and discharge simulated by 
the model using random parameter sets.  
 The results show that the new methodology provides improved solutions when compared to 
the first guess parameter set, and can reliably reproduce observed discharges at the selected gauge 
station (Caracaraí station) with Nash-Sutcliffe coefficients (NS and LNS) and relative error (RE) 
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for discharges varying from NS = 0.90, LNS = 0.82 and RE = 0.43, to NS = 0.94, LNS = 0.95 and 
RE = 0.19. Also, it demonstrated its capability of providing competitive costs when compared with 
standard optimization approaches.  
 The application and adjustment of this methodology are recommended for other locations in 
the Amazon basin and other tropical basins. By subjecting this novel technique to different 
hydrological conditions and monitoring, the positive and negative aspects of the introduction of 
spatial altimetry data into the automatic calibration of computational models can be studied and 
refined. 
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Abstract Coupled hydrogeophysical inversion emerges as an attractive option to improve the calibration and 
predictive capability of hydrological models. Recently, ground-based time-lapse relative gravity (TLRG) 
measurements have attracted increasing interest because there is a direct relationship between the signal and the 
change in water mass stored in the subsurface. Thus, no petrophysical relationship is required for coupled 
hydrogeophysical inversion. Two hydrological events were monitored with TLRG. One was a natural flooding 
event in the periphery of the Okavango Delta, Botswana, and one was a forced infiltration experiment in 
Denmark. The natural flooding event caused a spatio-temporally distributed increase in bank storage in an 
alluvial aquifer. The storage change was measured using both TLRG and traditional piezometers. A 
groundwater model was conditioned on both the TLRG and piezometer data. Model parameter uncertainty 
decreased significantly when TLRG data was included in the inversion. The forced infiltration experiment 
caused changes in unsaturated zone storage, which were monitored using TLRG and ground-penetrating radar. 
A numerical unsaturated zone model was subsequently conditioned on both data types. Inclusion of TLRG data 
again led to a significant decrease in parameter uncertainty. Both experiments indicate that TLRG data are 
useful for hydrological model calibration. However, application of TLRG in hydrology remains challenging, 
because of limited instrument sensitivity, time changes in gravity due to unmonitored non-hydrological effects, 
and the requirement of a gravitationally stable reference station. Application of TLRG in hydrology should be 
combined with other geophysical and/or traditional monitoring methods. 
Key words  hydrological model calibration; time-lapse gravity; groundwater; vadose zone 
 
 
INTRODUCTION 

Over the past 20 years, research in the field of hydrogeophysics has focused on the use of 
geophysical observations for improved monitoring, characterization and simulation of 
hydrological processes. Hinnell et al. (2010) have recently completed an overview of the different 
approaches used to extract hydrological information from geophysical signals. They differentiate 
between uncoupled and coupled hydrogeophysical inversion (HGI). In uncoupled HGI, a 
traditional geophysical inversion is completed first, which provides the subsurface distribution of a 
geophysical parameter, e.g. electric conductivity. The geophysical parameter is subsequently 
transformed into a hydrological state using a petrophysical relationship such as Archie’s law. 
Finally, geophysical observations and traditional observations of the hydrologic state are used in 
hydrological model calibration. In contrast, in coupled HGI, a hydrological model run is 
performed with an initial set of hydrological model parameters. Subsequently, a geophysical 
forward model run transforms the simulated hydrological states into simulated geophysical 
observations. The fits and sensitivities of both the simulated hydrological observations and the 
simulated geophysical observations are then used to update the hydrological parameters iteratively. 
Among the applications of coupled HGI are solute transport modelling (e.g. Kemna et al., 2002), 
and vadose zone flow (e.g. Kowalsky et al., 2004). 
 We present a coupled HGI approach to hydrogravity and demonstrate its utility with two field 
applications. Due to the success of GRACE and due to a new generation of absolute and relative 
gravimeters, interest in ground-based hydrogravity applications has been increasing over the past 
few years. Recent contributions to the field include both synthetic studies (Damiata & Lee, 2006; 
Blainey et al., 2007) and field applications. Creutzfeld et al. (2008, 2010) assessed hydrological 
gravity signals around the Wettzell superconducting gravimeter, both from a geodetic and 
hydrological perspective. From a geodesist’s point of view, hydrological gravity signals are part of 
the noise, and the aim is to efficiently remove hydrological noise from the signal. From a 
hydrologist’s point of view, the hydrological contributions are the most valuable part of the total 
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gravity signal. Krause et al. (2009) and Naujoks et al. (2010) performed similar work for the Moxa 
superconducting gravimeter site. Jacob et al. (2008, 2009, 2010) used both absolute and relative 
gravimetry to investigate karst hydrology. Their work included both time-lapse and gradient 
observations of the gravity field. Pfeffer et al. (2010) jointly used absolute gravimetry and 
magnetic resonance sounding to quantify the annual water storage variation in western Africa. 
 All the cited studies confirm that ground-based relative and absolute gravimetry are 
sufficiently sensitive to detect hydrological storage variations. The detection limit depends on the 
measurement technique and the time scale of the hydrological process of interest. Time-lapse 
gravity observations can thus be used along with traditional hydrological observations in a coupled 
HGI framework. For two main reasons, time-lapse gravity is particularly attractive for this type of 
application: (i) gravimetry directly senses mass, i.e. no petrophysical relationship is required to 
convert the geophysical parameter to the hydrological state, and (ii) there is no other non-invasive 
technology that can monitor water storage changes in the subsurface. Coupled HGI using time-
lapse gravity data thus has the potential to significantly reduce hydrological model parameter 
uncertainty and increase the predictive capabilities of operational hydrological models. 
 
 
MATERIALS AND METHODS 

Ground-based time-lapse relative gravimetry (TLRG) 

We used ground-based TLRG to monitor local hydrological storage changes that occur over a 
relatively short time period (typically a few weeks). Repeated measurement of a gravity network is 
an efficient approach in this case. The gravity network included a reference station, which was 
located sufficiently far from the local hydrological storage change, along with several 
measurement stations. The gravity reading at the reference station was thus not affected by the 
hydrological storage change of interest and only reflected large-scale effects such as the tides, 
ocean loading, atmospheric pressure variations and continental hydrology. As all relative 
gravimeters exhibit instrument drift, each repeated measurement of the gravity network included 
several re-occupations of the reference station and the measurement stations. A detailed 
description of the TLRG measurement method for hydrological targets is provided in Christiansen 
et al. (2011c). The processed dataset consisted of a time series of gravity differences for each 
measurement station: 

Δgi(t) = gi(t) – gr(t)   (1) 
In this formula, gi(t) indicates the gravity value recorded at time t and station i and gr(t) is the 
gravity value recorded at time t at the reference station. Typically, the differences can be 
determined with an accuracy of about 4 μGal (= 4·× 10-8 ms-2) using the Scintrex CG-5 relative 
gravimeter. 
 
Modelling TLRG signals caused by hydrological storage changes 

Hydrological time-lapse gravity signals are caused by changes in subsurface density, which are 
due to water content changes. In principle, a ground-based gravity measurement integrates over all 
density changes occurring at any distance from the instrument. However, contributions are 
weighted with an inverse square distance weight. Using Newton’s law, the gravity change 
observed at site i and caused by a spatially distributed density change (Δρ) can be expressed as: 

 (2) 

where γ is the universal gravitational constant (6.67 × 10-11 Nm2 kg-2). In practical applications, the 
integration can be truncated at finite distances from the gravimeter (Leiriao et al., 2009). For 
shallow groundwater systems, where total water storage change is dominated by groundwater 
storage change, the region of density change will be the region between the groundwater tables at 
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the beginning and at the end of the time-lapse interval. In vadose zone systems, water content will 
change throughout the soil profile, but may change by variable amounts at different depths. Leiriao 
et al. (2009) presented an efficient algorithm to transform water storage variations computed by 
finite-difference hydrological models into time-lapse gravity signals using equation (2). We use 
this algorithm in combination with a groundwater model for the Okavango Delta case study, and in 
combination with a 1-D vadose zone model in the forced infiltration case study. 
 
Coupled hydrogeophysical inversion using TLRG data 

Figure 1 presents a flow chart for the coupled HGI scheme used in this study. The workflow 
started with the development of a conceptual hydrological model, the preparation of the 
hydrological forcings and the development of a priori parameter estimates. Subsequently, a 
numerical hydrological model was implemented. The model run produced simulated hydrological 
observations. Simulated hydrological states were converted into simulated TLRG observations 
using the algorithm of Leiriao et al. (2009). An overall objective function is computed from the fit 
of both the hydrological and TLRG observations. Subsequently, the parameter estimates are 
iteratively adjusted using a Levenberg-Marquardt gradient search method. 
 
 

Conceptual hydrological model
Hydrological forcings

A-priori parameter estimates

Numerical hydrological 
model

Simulated 
hydrological 
observations

Simulated 
TLRG 

observations

TLRG 
observations

Hydrological 
observations

Fitupdate

 
Fig. 1 Flowchart of the coupled hydrogeophysical inversion scheme using TLRG data. 

 
 
 For the evaluation of the fit, the following objective function was used: 

 (3) 

In this formula, w denotes a subjective weight placed on the gravity observations, n is the number 
of observations, σ are the standard errors of the observations, h stands for hydrological 
observations and Δg for TLRG observations. The parameter covariance matrix is computed from 
the residuals and the Jacobian matrix at the calibrated solution. Parameter confidence intervals are 
subsequently computed from the parameter covariance matrix. 
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RESULTS 

Natural river bank storage in the Okavango Delta 

In this case study, TLRG data were used in a coupled HGI approach to inform a groundwater flow 
model of an alluvial aquifer. Details of the study are presented in Christiansen et al. (2011a). The 
case study location is the periphery of the Okavango Delta in Botswana, Southern Africa. The 
Okavango Delta is characterized by significant seasonal flooding dynamics (Milzow et al., 2009). 
Due to the sandy geology of the area, rivers are usually in good hydraulic contact with the 
surrounding alluvial aquifers. The alluvial aquifers are recharged by the annual flood event and are 
subsequently depleted by phreatic evapotranspiration. This leads to seasonal groundwater level 
fluctuations between 2 and 3 m. Many of the aquifers are used for rural water supply and their 
sustainable yield is of concern in groundwater resources management. Due to its ability to directly 
sense water mass, TLRG offers a unique opportunity to determine the specific yield of the 
aquifers. 
 Figure 2 shows the dataset of hydrological and TLRG observations. The observations are 
aligned along a transect perpendicular to the river. The figure also shows the simulated 
observations produced by the calibrated groundwater model. The groundwater model is set up as a 
single-layer vertical cross-section model, with a time-variable Cauchy boundary condition 
representing the river and a diffuse sink term due to phreatic evapotranspiration. The four 
calibration parameters are the hydraulic conductivity of the aquifer, the specific yield, the riverbed 
hydraulic conductance and the evapotranspiration rate. 
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Fig. 2 Monitoring natural river bank storage in the Okavango Delta using (a) piezometers and (b) 
TLRG. Distances are given in metres from the centre of the river. Solid lines are model results, markers 
are field data. Markers in the TLRG chart indicate one standard deviation. 

 
 
 If only hydraulic heads are used as calibration observations (w = 0 in equation (3)), parameter 
confidence intervals become very wide and parameter correlation coefficients are all close to one. 
The head dataset clearly contains insufficient information to constrain the four parameters of this 
model. However, if TLRG data are injected into the HGI using a weight of w = 0.5, all parameters 
become identifiable and the parameter correlation coefficients are reduced significantly. A weight 
of w = 0.5 implies that all observations are weighted with their standard error, irrespective of the 
type of observation. Table 1 shows the fitted parameter values and corresponding 90% confidence 
intervals for w = 0.5. For w = 1 (gravity observations only) no unique solution can be found for the 
calibration problem, because the fitted parameters are highly correlated. 
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Table 1 Fitted parameter values and 90% parameter confidence intervals (CI) for w = 0.5. K, hydraulic 
conductivity; SY, specific yield; Criv, riverbed conductance; ET, evapotranspiration rate. 
K 
(m/day) 

CI of K SY (-) CI of SY Criv 
(m2/day)

CI of Criv ET (m/day) CI of ET 

9.58 7.96–11.54 0.21 0.18–0.24 4464 3118–6390 1.9·× 10-3 1.4 × 10-3–2.7 × 10-3 
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Fig. 3 Forced infiltration in Denmark monitored with TLRG. The solid line is the calibration curve 
produced by the first HGI trial (fitting θS only). Markers indicate field data with one standard deviation. 
Grey field data were not included in the HGI. 

 
Forced infiltration in Denmark 

In this case study, TLRG data were used in a coupled HGI approach to inform a 1-D vadose zone 
model. Details of the study are presented in Christiansen et al. (2011b). The rationale behind the 
field experiment was to find to what extent TLRG can be used to non-invasively determine the van 
Genuchten parameters of a soil under forced infiltration. Forced infiltration was performed over a 
square area of 107 m2. A reference gravity station was established about 50 m from the infiltration 
plot and TLRG data were collected at intervals over the irrigation period of 14 days and the 
following drainage period. 
 Figure 3 shows the dataset, which in this case consists of TLRG observations only. All 
observations are taken at the centre of the infiltration plot. The figure also shows the simulated 
observations produced by the calibrated 1-D vadose zone model, which solves the Richards 
equation with the van Genuchten parameterization of the retention curve and the unsaturated 
hydraulic conductivity. 
 Different calibration trials were performed. It was found that the HGI had a stable and unique 
solution if only the saturated water content (θS) of the soil was adjusted and all other parameters 
were fixed at their a priori values. Likewise, the saturated hydraulic conductivity (KS) could be 
determined, if all other parameters were held fixed. The only combinations of two free parameters 
that resulted in well posed hydrogeophysical inverse problems were θS and KS and θS and van 
Genuchten’s n, respectively. Table 2 shows the fitted parameter values and the corresponding 90% 
confidence intervals for the four HGI runs. 
 In both field applications (Okavango and Denmark), the drift of the relative gravimeter was 
removed from the TLRG observations using least squares network adjustment (Hwang et al., 
2002). The gravity differences used in the calibration could be determined with an accuracy of 
about 3 µGal, depending on site conditions. 
 
 
Table 2 Fitted parameter values and 90% parameter confidence intervals for the different HGI trials. 
HGI trial θS (-) CI of θS Ks (m/s) CI of Ks n (-) CI of n 
θS 0.32 0.30–0.34     
Ks   6.99·× 10-5 4.98·× 10-5–9.80·× 10-5   
θS, Ks 0.48 0.42–0.54 12.72·× 10-5 6.27·× 10-5–2.58·× 10-4   
θS, n 0.21 8.9·× 10-2–0.50   1.48 0.55–3.99 
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DISCUSSION AND CONCLUSIONS 

The two presented case studies demonstrate that TLRG can deliver valuable data for HGI for both 
groundwater and vadose zone models. TLRG is a powerful tool if the hydrological storage change 
of interest is spatially confined to a relatively small area. This allows for the establishment of a 
stable reference station outside the radius of influence of the storage change. Large-scale storage 
changes must be investigated using absolute gravimetry. Both studies show that signal-to-noise 
ratios of TLRG are still quite low for typical hydrological storage changes. This is not so much an 
issue of instrument sensitivity as of our ability to accurately predict and remove non-hydrological 
time-lapse gravity effects. Such effects can be on the order of several micro-Gals and are thus of 
the same magnitude as many hydrological signals. One way to overcome this limitation in the 
future may be gravity gradiometry, where two gravimeters are used to measure simultaneously at a 
given horizontal or vertical separation. The advantage of gradiometry is that large-scale non-
hydrological time-lapse effects will cancel out. A particularly attractive option appears to be 
vertical gradiometry in boreholes. If the two instruments can be placed such that one is above and 
one below the hydrological storage change of interest, signal-to-noise ratios can be doubled. 
 TLRG data lends itself ideally for inclusion into HGI. No petrophysical relationship is 
required to convert the hydrological model states to the geophysical signals. Moreover, time-lapse 
gravity is the only non-invasive technique that provides data on water storage change in the 
subsurface. When used in HGI, TLRG data should and typically will be combined with other data 
types. The issue of weighting the different data types remains an interesting research topic and will 
become more important as more and more geophysical data types are injected into HGI. In the 
context of hydrogravimetry, HGI has significant advantages over traditional inversion of gravity 
data. Due to the equivalence problem in gravity surveying, traditional inversion of gravity data is 
difficult, particularly if only a few stations are available such as in the TLRG studies presented 
above. Inverting for a spatially distributed subsurface density distribution based on a regular grid 
using the few TLRG measurements would most likely not result in a unique solution. The 
hydrological models thus inject essential constraining information into the inverse problem. 
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