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**Abstract** We implement a Coulomb rate-and-state approach to explore the nonlinear relation between stressing rate and seismicity rate in the Groningen gas field. Coulomb stress rates are calculated, taking into account the 3-D structural complexity of the field and including the poroelastic effect of the differential compaction due to fault offsets. The spatiotemporal evolution of the Groningen seismicity must be attributed to a combination of both (i) spatial variability in the induced stressing rate history and (ii) spatial heterogeneities in the rate-and-state model parameters. Focusing on two subareas of the Groningen field where the observed event rates are very contrasted even though the modeled seismicity rates are of similar magnitudes, we show that the rate-and-state model parameters are spatially heterogeneous. For these two subareas, the very low background seismicity rate of the Groningen gas field can explain the long delay in the seismicity response relative to the onset of reservoir depletion. The characteristic periods of stress perturbations, due to gas production fluctuations, are much shorter than the inferred intrinsic time delay of the earthquake nucleation process. In this regime the modeled seismicity rate is in phase with the stress changes. However, since the start of production and for two subareas of our analysis, the Groningen fault system is unsteady and it is gradually becoming more sensitive to the stressing rate.

1. Introduction

The seismicity at the Groningen field, in The Netherlands, has triggered several studies aiming at improving our knowledge about seismicity induced by reservoir depletion (see Candela et al., 2018; Van Geuns & Thienen-Visser, 2017, for a review). The recent, relatively large induced earthquake (M 3.4) in January 2018 was another alarm urging to build comprehensive seismological models capable of explaining the spatiotemporal distribution of the recorded seismicity. The present manuscript proposes such a model.

The goal of our seismological model is to translate pressure depletion of the Groningen gas field into seismicity. At least three other seismological models have been published so far for that goal. Bourne et al. (2014) proposed a strain-based model directly connecting reservoir compaction at faults to seismicity. This approach was later coupled by Bourne and Oates (2017) and Bourne et al. (2018) with an analytical approximation of the Coulomb stresses induced by reservoir depletion. Dempsey and Suckale (2017) proposed an approach coupling Coulomb failure and fracture mechanics theory to derive induced seismicity. In these three attempts, detailed spatiotemporal pressure fields from reservoir simulations were used as input. However, approximations were made to model the poroelastic contribution to stress changes induced by the reservoir compaction on the multiple faults that crisscross the reservoir. We propose here a semianalytical approach honoring this poroelastic contribution in the context of the highly faulted Groningen field. More specifically, the effect of differential compaction between reservoir compartments that are offset by faults, considered of prime importance for stress buildup in compacting reservoirs (Buijze et al., 2017; Mulders, 2003; Orlic & Wassing, 2013; Roest & Kuilman, 1994; Van den Bogert, 2015; van Wees et al., 2014), is explicitly modeled in our approach.

Instead of modeling the entire Groningen field as has been done in the previous attempts (Bourne et al., 2014; Bourne et al., 2018; Bourne & Oates, 2017; Dempsey & Suckale, 2017), we chose to focus our study...
on two subareas: (i) the central area where the seismicity rates are the highest and (ii) the southwest area which has a much lower seismic activity (Figure 1). In previous models considering the entire Groningen field, the resolution was limited since the parameters of the seismological model were assumed to be spatially homogeneous. Our approach offers the opportunity to link differences in the seismicity evolution between the two subareas of the field with differences in seismological model parameters.

From the onset of production in the Groningen gas field in 1968 up to the oil crisis in 1976 the average depletion rate was relatively high. From 1976 to 2000 the average production rate of the field was progressively decreased. After 2000, in order to match the increasing market demand, the production rate was reincreased. At the same time of this reincreased of the production rate, the seismicity rate significantly increased (Muntendam‐Bos & de Waal, 2013). By the end of 2013 the seismicity rate had increased significantly and in January 2014, a reduction of gas production was imposed by the Dutch government. These changes in production rates over time call for an approach exploring the relationship between stressing rate and seismicity rate (Figures 1b and 1c). We propose to couple our calculation of Coulomb stress induced by reservoir depletion on faults with the constitutive law for the evolution of seismicity derived by Dieterich (1994). Dieterich’s theory links seismicity rates with stress perturbations and is based on an empirical fault friction law derived from a body of laboratory experiments carried at sliding speeds representative of earthquake nucleation. This theory has been applied in a variety of contexts to model the response of seismicity to seismic stress perturbations, such as aftershock sequences triggered by the coseismic stress changes of a mainshock (e.g., Cattania et al., 2015; Hainzl et al., 2009) and aseismic stress perturbations due to volcanic activity (Dieterich et al., 2000; Llenos et al., 2009; Toda et al., 2002), slow slip transients (Inbal et al., 2017), tides (Ader et al., 2014), and injection‐induced seismicity (Segall & Lu, 2015). Chang and Segall (2016a, 2016b) have recently used Dieterich’s theory for seismicity on basement faults induced by fluid extraction of the overburden reservoir. Here, along the same lines, Dieterich’s theory is applied and tested in the context of depletion‐induced seismicity within the reservoir. More specifically, we propose to establish the validity of Dieterich’s approach using observations of induced seismicity at Groningen gas field.

Two independent Bayesian approaches, Brute‐Force grid search and MCMC (Markov Chain Monte Carlo; Foreman‐Mackey et al., 2013), have been considered here to explore the prior space of each of the model

**Figure 1.** Contrasted seismicity and stress history of the two subareas of interest in the Groningen gas field. (a) Location of the two selected subareas (cyan: C‐area, blue: SW‐area) inside the Groningen gas field (black contour). (b) Observed yearly event rates with a minimum magnitude of 1.0. (c) Modeled yearly Coulomb stress rates for the two subareas.
parameters of Dieterich’s theory and to constrain them, incorporating in both cases the earthquake observations with a nonhomogeneous Poisson process. Both approaches showed coherent results and confirmed that the data are sufficiently informational to constrain the model parameters. In particular, our results show that Dieterich’s theory can explain and can give a physical basis to the nonlinear increase of seismicity rates observed at the Groningen gas field.

2. Methodology

2.1. From Reservoir Depletion to Stress Rate at Faults

The pore pressure evolution of the entire Groningen gas field and surrounding aquifers is computed, by the field operators, via a two-component (gas and water) reservoir flow simulator honoring heterogeneous hydraulic/mechanical parameters. The reader is referred to NAM (2016, 2017) for the details about the model parameters, model geometry, layering, faults, and history matching procedure. Of particular interest here, the rock compressibility was inferred from inversion of subsidence data. The 3-D numerical flow model for the full field contains approximately 650,000 cells, with an average cell size of 725 × 725 m and cell thickness of 5–10 m. The simulated pressure fields are the result of the match of the historical production from all wells in the field based on mass rate constraint. The two selected subareas (Figure 1a) for the present study are two cutouts of that single full field model.

The average pressure drop over the Groningen field since the start of production is approximately 22 MPa. The direct effect of this pore pressure drop involves an increase of the effective normal stress on the faults and thus a direct clamping of the faults tending to stabilize them. The fault destabilization is due to the poroelastic stress changes induced by the reservoir compaction (Segall & Fitzgerald, 1998). The reduction of the pore pressure leads to reservoir contraction and a reduction of the horizontal stress, which partially counteracts the increased clamping caused by the direct pore pressure effect. The vertical stress remains unaffected by the rock contraction, which means that the shear stresses along the nearly vertical faults of the Groningen field increase with ongoing pore pressure depletion and might reach failure.

However, this picture of the stress evolution during reservoir depletion is valid only if we consider an elastic homogeneous thin reservoir (Segall & Fitzgerald, 1998). Differential compaction between two juxtaposed reservoir compartments vertically offset by a fault has been shown to be a dominant factor in the induced stress buildup along faults during reservoir depletion (Buijze et al., 2017; Mulders, 2003; Orlic & Wassing, 2013; Roest & Kuijman, 1994; Van den Bogert, 2015; van Wees et al., 2014; van Wees et al., 2017). If we consider faults with offsets, it is rather complicated to derive an analytical expression for the depletion-induced stress changes. We have therefore implemented a seminumerical approach (MACRIS, Mechanical Analysis of Complex Reservoirs for Induced Seismicity) to specifically handle this effect of fault offset.

The main specificity of MACRIS is that it is a mesh-free approach where there is no need to build a dedicated grid for the geomechanical analysis. MACRIS takes directly as input the grid of the reservoir flow simulation, in our case the 3-D pressure fields of the Groningen gas field at a yearly sampling rate. Each grid block of the reservoir flow simulation is considered as a compacting nucleus of strain (center of compression; Mindlin, 1936; Geertma, 1973; Okada, 1992). The contribution of each of these nuclei is integrated to compute the poroelastic stress changes along each fault of the Groningen field with a meter-scale spatial resolution (Figure 2a). The restriction that we presently still have is that only one-way coupling is considered. We deem this acceptable for gas reservoirs, where the effect of compaction on the gas pressures in the pores is small. The Barnes-Hut algorithm (Barnes & Hut, 1986) is used for rediscretizing the initial reservoir grid for two purposes: (i) clustering the nuclei of strain close to the faults in order to increase the spatial stress resolution and (ii) shortening the computation time. The algorithm has been validated by comparison with relatively slow finite-element numerical computations, with excellent results (van Wees et al., 2018). Our approach allows us to quickly resolve the stress changes along each fault of the Groningen field with a meter-scale resolution, while honoring the differential compaction effects due to fault offset. More specifically, it takes 5 hr to compute the depletion-induced stress changes along the 76 faults of the central subarea with a meter-scale spatial resolution (Figure 2a).

We can thus calculate the poroelastic normal and shear stress changes induced by the reservoir compaction for every observation point along each fault (Figure 2b). Observation points are placed on fault pillars (i.e.,
subvertical lines along the fault dip direction), which in turn make up the 3-D geometry of a fault (Figure 2b). However, we still need to define the pore pressure changes inside the faults to calculate the effective normal stress changes and derive the Coulomb stress changes. For each observation point, the fault pressure is sampled from the reservoir model. This ensures that for each observation point, the corresponding gas or water pressure is used for the stress calculation. In addition, no averaging of pressures between gas and water pressures is used since inside the reservoir no significant two-phase flow is expected. Assuming that the pressure inside the fault is in equilibrium with the surrounding compartments, two endmembers span the range of fault pressure possibilities: a base case scenario in which the fault pressure follows the pressure of the compartment which has experienced the largest pressure change and an alternative scenario in which it follows the compartment with the smallest pressure change. Even though both scenarios have been tested, only the modeling results obtained with the base case scenario are exhaustively detailed in the present manuscript.

Because of the lack of constraint on the depth of the observed events resolution (see more details in section 3.3), the seismicity catalogue can be view as a 2-D field evolving over time. Consequently, for model-data comparison, the model output needs to be represented in 2-D through time as well (Figures 2c and 3). There are a number of ways in which the upscaling from three spatial dimensions to two spatial dimensions can be achieved (Figures 2b and 2c). We decided to represent each fault pillar by its observation point with the maximum Coulomb stressing rate $S$. The modified Coulomb stress function is defined as

$$ S = \tau - |\mu - \alpha| \sigma_n' $$

with $\tau$ is the shear stress acting along the fault plane, $\sigma_n'$ is the effective normal stress, $\mu$ is the coefficient of fault friction, and $\alpha$ is a constitutive parameter (zero in this study). This choice of upscaling approach is supported by the fact that Dieterich's seismicity rate (Dieterich, 1994; defined in section 3.2) is expected to be dominated by the highest positive Coulomb stress changes (Kroll et al., 2017). As presented in Appendix A1, this upscaling approach allows to preserve the temporal dynamic of the seismicity rate modeled in 3-D.
2.2. From Stress Rate to Seismicity Rate

The traditional Coulomb failure model predicts that whenever the Coulomb stress reaches a threshold value, an earthquake is generated. Assuming a population of faults on which the prestresses are uniformly distributed up to the threshold value, the Coulomb failure model leads to a direct proportionality between the seismicity rate and the Coulomb stress rate. During any arbitrary stressing history, as soon as the Coulomb stress starts to decrease, the Coulomb failure model predicts an instantaneous shutdown of the seismicity. This prediction is not in agreement with the observed seismicity, which generally shows a gradual decay following the onset of Coulomb stress decrease.

The Coulomb failure model does not honor the frictional constitutive behavior of faults. Laboratory data show that the timing of dynamic instability depends on initial conditions, fault properties, and applied
stress (Dieterich & Kilgore, 1996). The rate-and-state friction laws have been established in order to reproduce these laboratory observations (see Marone, 1998, for a review). More specifically, the rate-and-state friction laws reproduce the fact that the onset of frictional sliding is a noninstantaneous time-dependent process (as opposed to the instantaneous assumption of the Coulomb model), which introduces a time-dependent failure mechanism for the generation of earthquakes. Now assuming a population of faults following a rate-and-state frictional behavior and where the time to failure of the nucleation spots along the faults is uniformly distributed, Dieterich (1994) derived the following seismicity rate model:

\[
R_D = \frac{r_0}{\gamma S_0} \quad \text{where} \quad \frac{dy}{dt} = \frac{1}{A\sigma_n'} \left[ 1 - \gamma \frac{dS}{dt} \right]
\]  

(2)

where \(R_D\) is the seismicity rate, \(\gamma\) is a state variable, and \(S\) is the modified Coulomb stress function defined in equation (1). The constant \(r_0\) is the steady-state background seismicity rate at the reference stressing rate \(S_0\). \(A\) is a dimensionless fault constitutive parameter.

Segall and Lu (2015) reformulated this seismicity rate equation to eliminate the state variable \(\gamma\). They defined a normalized seismicity rate, relative to the background rate, as

\[
R = \frac{R_D}{r_0}
\]

(3)

The differential equation for \(R\), derived from equations (2) and (3), is

\[
\frac{dR}{dt} = \frac{R}{t_a} \left[ \frac{\dot{S}}{S_0} - R \right]
\]

(4)

where \(t_a = A\sigma_n'/\dot{S}_b\) is the characteristic time delay for the earthquake nucleation process, which also corresponds to the time scale of decay of the aftershock rate following a mainshock back to the background rate. Even if the physical meaning of the background stressing and seismicity rates is quite straightforward, the microphysics of the dimensionless fault constitutive parameter \(A\) is still debated and other alternatives are proposed like the recent microphysical model formulations of Niemeijer and Spiers (2007) and Chen and Spiers (2016), so called “CNS” model.

Even while changes in \(\sigma_n'\) are accounted for in the computation of the modified Coulomb stress (equation (1)), \(\sigma_n'\) is generally assumed to be constant in \(t_a = A\sigma_n'/\dot{S}_b\) (see Rubin & Ampuero, 2007; Segall & Lu, 2015). By fixing \(\sigma_n'\) in \(t_a\), one makes the assumption that the changes in effective normal stress are negligible with respect to the initial effective normal stress and thus do not affect the characteristic decay response of the system. In our context of a depleting gas reservoir, we decided to honor the temporal changes in \(\sigma_n'\) when solving the ordinary differential equation (equation (4)).

Recently, Heimisson and Segall (2018) proposed a modified version of Dieterich’s seismicity rate equations (equation (2)) by explicitly accounting for a variable effective normal stress from the start of the derivation. As pointed out by Heimisson and Segall (2018), the difference between their modified version of Dieterich’s seismicity rate equations and the original one (equation (2)) is unlikely to be significant unless the effective normal stress change is large. For the training period (1993–2016) the temporal fluctuations of the modeled effective normal stress (during reservoir depletion) are in the range of 3 MPa with an average value \(\sigma_n = 12.5\) MPa. It can thus be expected that using the newly developed equations of Heimisson and Segall (2018) will not lead to a significant departure with respect to the original Dieterich’s derivation (equation (2)). All the results presented in the manuscript are thus based on the use of equation (4) but solving the ordinary differential equation accounting for temporal changes in \(\sigma_n'\).

2.3. The Data: Earthquake Catalogue

Before focusing on the approach for model conditioning, it is important to precisely define the earthquake catalogue used as data. The same earthquake catalogue as used in previous studies (Bourne et al., 2014; Bourne et al., 2018; Bourne & Oates, 2017; Dempsey & Suckale, 2017) and for an identical aim in terms of model conditioning is used in the present approach. This earthquake catalogue has been compiled by the
Royal Netherlands Meteorological Institute (KNMI). Indeed, since at least 1986, KNMI has monitored seismicity in the Netherlands. From the dedicated borehole network deployed since 1995 by KNMI, the magnitude of completeness of the Groningen events is assumed to be \( M_c = 1.5 \), with a detection threshold of \( M_L = 1.0 \). The reader is directed toward the work of Dost et al. (2017) where exhaustive details are available on the temporal evolution of the catalogue completeness with the seismic network evolution. We decided here to test the sensitivity of our modeling approach to the minimum magnitude considered. We picked two minimum magnitudes for our analysis: either we restrict our analysis to all events with \( M_L \geq 1.0 \) or we only select \( M_L \geq 1.3 \) events.

The seismicity catalogue is essentially a 2-D representation evolving over time, because of the limited depth control on the observed seismicity—except for local results from analyzing deep borehole monitoring clearly showing seismicity that is restricted to the reservoir level (Willacy et al., 2018). Indeed, since the deployment of two downhole monitoring arrays in 2013, most of the hypocentral depths have been inferred to be inside the reservoir within a 50-m depth error (Daniel et al., 2016).

Dost et al. (2012) report an epicentral error of 500 m which is mainly thought to be caused by errors in the velocity model. This 500 m in epicentral errors is similar to the spacing of the network of preexisting normal faults transecting the Groningen field. It is thus difficult to link a particular fault to a particular earthquake. However, after performing a dedicated multiplet analysis, relocated events are found to be located close to existing faults (Jagt et al., 2017). At this level, future seismological modeling approaches will probably benefit from relocated catalogues, but for now we restrict ourselves to the KNMI catalogue since relocated catalogues are still not covering a sufficient spatiotemporal range; for example, the catalogue of Jagt et al. (2017) only gives access to 16 relocated events between 2010 and 2013. In addition, it will be shown in section 4.1 that the spatial resolution of our modeling prediction (~2,000 m) is significantly larger than the epicentral errors of 500 m, suggesting that the density of observed events is the primary limitation on spatial resolution.

One last important information regarding the seismicity catalogue is about the rupture characteristics of the events. For the smallest events it is hard to constrain their focal mechanisms, but for the largest ones, Dost et al. (2012) and Dost and Kraaijpoel (2013) reported normal faulting focal mechanisms which is consistent with the preexisting normal fault offsetting the Groningen reservoir.

2.4. Model Conditioning

Our purpose now is to determine the set(s) of model parameters that give the best agreement between the observed seismicity rate and the computed rate, the so-called model conditioning procedure in the sequel. The model conditioning first requires model results in a 2-D representation. Therefore, we used the upscaled Coulomb stressing rates (one Coulomb stressing rate per fault pillar) to calculate an \( R_D \) for each pillar. This calculation was based on Dieterich’s theory (equation (4)) with the precomputed histories of Coulomb loading \( \dot{S} \) and effective normal stress \( \sigma_n' \).

Second, in order to compare the computed rates to the observed seismicity, both uncertainties in model (fault locations and stress calculation) and data (earthquake location) should be accounted for. We thus employed a Gaussian smoothing \( \sigma_s \) to the \( R_D \) fields. As a result, the given parameter set to be optimized contains four numbers: \( (\dot{S}_0, A, r_0 \text{ and } \sigma_s) \).

For each set of model parameters the posterior log likelihood is calculated in order to rank the models (Ogata, 1998; Zhuang et al., 2012). The log likelihood is defined as the logarithm of the probability that one specific model (with one specific set of model parameters) has generated the observed earthquake catalogue. The best model is the one that gives the maximum log likelihood estimate (MLE). For our nonhomogeneous stationary Poisson process and for a given time interval \((t_0, t_1)\) and spatial area \((x_0, x_1) \times (y_0, y_1)\), the log likelihood with respect to \( N \) observed earthquakes which have occurred at times \( t_i \) and locations \((x_i, y_i)\) is defined by the following function:

\[
ll = \sum_{i=1}^{N} \log(R_{D\text{smooth}}(x_i, y_i, t_i)) - \int_{t_0}^{t_1} \int_{x_0}^{x_1} \int_{y_0}^{y_1} R_{D\text{smooth}}(x, y, t) \, dx \, dy \, dr
\]

(5)

Following a Bayesian approach and because we do not have a prior preference for the shape of the distribution of each model parameter, we attribute a bounded uniform a priori probability distribution for each
model parameter. Two methods are used to condition to the data these a priori uniform distributions: (i) a 
Brute-Force grid search and (ii) MCMC. In the case that the shape of the posterior probability 
distributions is relatively smooth, both approaches should lead to similar results.

The model conditioning has been pursued over two time periods: (i) from 1 January 1993 to 31 December 
2015 (referred as the training period [1993–2016]) and (ii) from 1 January 1993 to 31 December 2010 
(referred as the training period [1993–2011]). The two time periods were chosen to enable the identi
fi
cation of temporal changes in the model parameters, if any would exist. Updated model parameters for the training 
period (1993–2011) have been used to simulate seismicity rates from 1 January 2011 to 31 December 2015 
(referred as the forecast period [2011–2016]) and to assess the forecast capability of our modeling approach.

3. Results

We selected two subareas, which we will call the Central area (C-area) and the Southwest area (SW-area). 
These areas represent two contrasting temporal earthquake activity dynamics (Figure 1): the overall seismi
city rate in the C-area is higher than in the SW-area. This approach offers the opportunity to (i) explore the 
dynamics with a higher spatial and temporal resolution, (ii) capture possible spatial variations, and (iii) 
assess the robustness and versatility of our modeling approach. This is an advantage compared to previous 
attempts based on modeling at the scale of the entire Groningen field (Bourne et al., 2014; Bourne et al., 

3.1. Comparison of Posterior Model Parameters Between the High and Low Seismicity Areas

As mentioned previously, we chose two minimum magnitudes for our analysis: either $M_{\text{L}} \geq 1.0$ or $M_{\text{L}} \geq 1.3$. 
Interestingly, we found similar posterior probability distributions of the rate-and-state parameters and similar MLE for these choices (Figure 4). This proves the robustness of the spatiotemporal distribution of the events with respect to the range of magnitudes considered.

For the two search approaches we followed, Brute-Force and MCMC, similar results were obtained for the 
median of the posterior distributions (Figures 4 and 5). Following a rather coarse grid search, we can match 
the optimized MCMC grid search. We interpret this result as a direct consequence of the smoothness of the 
log likelihood function (equation (5)) in our case.

For the high-seismicity C-area, the marginal posterior probability distributions of each model parameter 
obtained after conditioning with the data over all the training periods are well constrained (Figure 5). The 
distributions obtained after conditioning with each training period are similar (Figure 5). However, for
the low-seismicity SW-area only the marginal posterior probability distributions obtained after conditioning with the training period (1993–2016) are well constrained. Clearly, during the period (1993–2011), the low number of observed events in the SW-area precludes constraining the model parameters. The number of events was much larger in the period (1993–2016), thanks to the burst of events recorded in 2014 in the SW-area. The temporal increase of the data information density can be visualized in the update of the standard deviation $\sigma_s$ of the Gaussian smoother. The posterior distribution of $\sigma_s$ becomes constrained, and its median decreases when conditioning with the training period (1993–2016). As pointed out by Bourne and Oates (2017), in our modeling approach most of the spatial uncertainties are probably attached to the relatively low number of observed events, since the location error (500 m) is significantly smaller than the length scale $\sigma_s$ of the Gaussian smoother. Consequently, increasing the duration of the training period results in increasing the number of observed events in the SW-area, and in return the smoothing length scale $\sigma_s$ decreases.

The best posterior estimates (i.e., the median of the marginal posterior distributions) of the model parameters after conditioning during the training period (1993–2016) are quite different for the C-area and the SW-area (Figure 5). This reveals the spatial heterogeneity of the rate-and-state parameters over the Groningen field.

Both the background stressing rate $\dot{S}_0$ and seismicity rate $r_0$ are much lower in the SW-area ($\dot{S}_0 = 0.0015$ MPa/year, $r_0 = 0.075$ event/year) compared to those estimated for the C-area ($\dot{S}_0 = 0.02$ MPa/year, $r_0 =$

![Figure 5. Marginal probability distributions of model parameters obtained with the Markov Chain Monte Carlo search (with a minimum magnitude of 1.0) for both subareas of interest and for the two considered training periods (indicated by labels on top). Bounded uniform prior distributions for each model parameters are $A$: $U(1e^{-3}, 10)$, $\dot{S}_0$: $U(5e^{-6}, 0.5)$, $r_0$: $U(5e^{-4}, 5)$, $\sigma_s$: $U(500, 5000)$—with $U(a, b)$ is a uniform distribution between $a$ and $b$.](image-url)
The frictional parameter $A$ is significantly higher for the SW-area ($A = 0.8$) compared to the one estimated for the C-area ($A = 0.14$). Interestingly, Hunfeld et al. (2017) recently performed frictional laboratory experiments on reservoir rock samples from the C-area. Our estimate of $A$ for the C-area is 1 order of magnitude higher compared to the value of 0.01 derived from the laboratory experiments of Hunfeld et al. (2017). However, since in Dieterich’s seismicity rate equation the parameter $A$ is only involved via its product with the effective normal stress $\sigma_n$, one should compare estimates of the joint frictional resistance $A\sigma_n$. In our Groningen modeling, the average effective normal stress is 12.5 MPa during the training period (1993–2016), leading to $A\sigma_n = 1.7$ MPa. Hunfeld et al. (2017) performed their frictional experiments with an effective normal stress of 40 MPa, leading to $A\sigma_n = 0.4$ MPa. Interestingly, both values of frictional resistance $A\sigma_n$ are in the same range. The difference in $A$ between our modeling and the laboratory experiment is thus partially compensated by the difference in effective normal stress.

Differences in the rate-and-state model parameters lead to a characteristic relaxation time of seismicity, $t_\alpha = A\sigma_n^0/\sigma_0$, significantly longer in the SW-area ($t_\alpha=6,700$ years) than in the C-area ($t_\alpha=87$ years).

### 3.2. An Unsteady Fault System

As in previous studies of the Groningen-induced seismicity (Bourne et al., 2014; Bourne et al., 2018; Bourne & Oates, 2017; Dempsey & Suckale, 2017), our analysis period starts in 1993 when a significant earthquake activity started to be recorded. In doing so, Dieterich’s seismicity rate equation (4) is solved assuming initial condition at steady state, that is $R(0)=1$ in 1993. However, reservoir production at Groningen started in 1968 and given the relatively long $t_\alpha$ inferred from our analysis, it is most likely that the background activity was not at steady state in 1993. In fact, defining $\dot{R} = \beta R$ and by operating a change of variable, we can show that $R)$ satisfies an equation similar to equation (4) and reads

$$\frac{d\dot{R}}{dt} = \frac{R}{A\sigma_n^0/\sigma_0} \left[ \frac{\dot{S}}{S_0} - R \right]$$

(6)

with the unsteady initial condition $R(0) = \beta$ in 1993 and the background stressing rate $\dot{S}_0 = \dot{S}_0/\beta$. Following equation (3), this solution corresponds to a background seismicity rate $r_\alpha = r_\alpha/\beta$. This mathematical derivation implies that the background stressing rate $\dot{S}_0$ and background seismicity rate $r_\alpha$ were $1/\beta$ times lower in 1968, at the start of production when the system was steady, compared to the values of $\dot{S}_0$ and $r_\alpha$ inferred for 1993 in section 4.1. The latter cannot be interpreted as real steady-state background values (before reservoir depletion) but should be understood as “apparent background values” which are actually the reference values at the initial time of the analysis, here 1993. More precisely, $r_\alpha$ is the (real) seismicity rate $R_\alpha(0)$ at the beginning of 1993 and $\dot{S}_0$ is the (virtual) Coulomb steady stressing rate that would make the seismicity steady at the rate $r_\alpha$. Note that $\dot{S}_0$ is not the same as the real Coulomb stressing rate $S(0)$ at the beginning of 1993. It is an important aspect of our case study that the Groningen fault system was probably never at steady state since the start of production. During this transient phase and for the two subareas selected for our analysis, the fault system is in transition between its initial steady state before the start of production and the next steady-state phase. During this transient phase, due to the Groningen depletion, the apparent background stressing rate and background seismicity rate are constantly increasing. However, it is important to note here that the fault constitutive parameter $A$ is expected to remain constant in time.

### 3.3. Temporal Patterns: Long-Period Fluctuations

From the posterior density distributions obtained with the MCMC search one can randomly pick an ensemble of posterior predictions to visualize its spread and compare it with the data (see Figures 6a and 6d). Both ensembles (C-area and SW-area) of posterior predictions obtained after conditioning with the training period (1993–2016) capture very well the low-frequency temporal fluctuations of the observations. It is also important to point that the fast response of the seismicity rate after the 2014’s production rate reduction imposed by the Dutch government (e.g., De Waal et al., 2015; Muntendam-Bos et al., 2017; van Wees et al., 2018) is also well predicted by our approach.
The ensemble of posterior distributions for the C-area obtained by conditioning during the training period (1993–2011) has been used to propagate our simulations up to 2016 (Figure 6b). The median of this propagated ensemble of realizations is very similar to the median of the posterior ensemble obtained with model parameters conditioned over the period (1993–2016). As noted before, this last result indicates that the data during the period (1993–2011) are already informative enough to constrain the model parameters of the C-area.

3.4. Temporal Patterns: Short-Period Fluctuations

The very high frequency temporal changes of the observed seismicity rate, that is, fluctuations with characteristic time scales shorter than about 1 year, are partially missed by our modeling approach. For example, in Figure 6a (C-area), observed bursts of seismicity in 2003, 2006, and 2009 are outside the uncertainty band due to Poissonian stochasticity. The limitation of the temporal model predictions at high frequency, also observed in the previous seismological models of the Groningen seismicity (Bourne et al., 2014; Bourne & Oates, 2017; Dempsey & Suckale, 2017), might be attributed to the fact that we used the yearly sampled pressure fields from the reservoir simulations. In doing so, the seasonal swing of the gas production (high production rate during the winter and low production rate during the summer) is missed (Figure 7b; Nepveu et al., 2016; Sijacic et al., 2017; Hettema et al., 2017). One can thus ask the legitimate question: Can the high-frequency (seasonal) fluctuations of production rates help explain the observed seismicity spikes? Ideally, our modeling approach should be applied with monthly sampled pressure and monthly sampled stressing to recalculate seismicity histories. Instead, a synthetic test is presented here in order to give first hints on the expected effect of the seasonal production swing on the Groningen seismicity.

Figure 7a presents the average-induced stressing rate of the C-area during the training period (1993–2016); this is the yearly sampled stressing rate used in our modeling approach. The missing part of the puzzle, presented in Figure 7b, is the monthly production of the Groningen field, which gives hints on the expected variations.
stressing history if we would have modeled it with monthly sampled pressure fields. The time delay between production changes at wells and stress changes at faults due to pressure diffusion is disregarded, since in our approximation the exact timing of the harmonic stress perturbations does not matter but it is rather the relative timing between stress perturbations and seismicity at faults which is of main interest. The expected stressing history can thus be decomposed into two harmonics (Figures 7c–7e): (1) the roughly 10-year long-period fluctuations already captured in our modeling approach and (2) the 1-year short-period fluctuations due to the seasonal production swing.

Before moving forward in the argumentation, it is important to note that the amplitudes of the 1-year period fluctuations of the monthly field production are as large as the long-period ones (Figure 7b). The stress rate fluctuations are thus expected to follow the same trend; that is, both short- and long-period stress rate fluctuations are expected to be of same amplitude (Figures 7c–7e). Because the amplitude of stress changes is related to the product of amplitude and period of stress rate fluctuations, the amplitude of the stress changes due to the 1-year harmonic is expected to be significantly smaller compared to the one generated by the 10-year harmonic (see Figures 7f and 7g).

It is already well known (see Ader et al., 2014; Beeler & Lockner, 2003; Lockner & Beeler, 1999) that Dieterich’s seismicity model predicts two different behaviors of the seismicity response depending on whether the period of the perturbation $T$ is larger or smaller than the characteristic period $T_a$ defined as

$$T_a = 2\pi t_a$$  

(7)
For short perturbation periods such that $T \ll T_a$, the variations of the seismicity rate are proportional to and in phase with the Coulomb stress change. For long perturbation periods such that $T \gg T_a$, the variations of induced seismicity rate are proportional to and in phase with the Coulomb stress rate (Ader et al., 2014).

This seismicity rate response to harmonic perturbations assumes that the fault system is at steady state (Ader et al., 2014). It remains to be shown that the same seismicity response to harmonic perturbations still holds for an unsteady fault system, as is the case for Groningen. This is demonstrated in Appendix A2. with the difference that the characteristic time scale controlling the spectrum of the sensitivity to stress perturbations is now

$$T_a(t) = \frac{2\pi}{\frac{a}{\sigma'_{n}}}_{Su(t)}$$  \hfill (8)

where

$$t_a(t) = \frac{ac'}{\dot{S}_n(t)}$$  \hfill (9)

and $\dot{S}_n(t)$ is the long-term-induced Coulomb stressing rate history in the absence of seasonal stress fluctuations. In particular, the effective $t_a$ is now time dependent, it changes with the evolving background stressing rate (i.e., the long-term Coulomb stressing rate) as presented in section 4.2. In our analysis, we derived, during the unsteady state, an effective $t_a(1993)=87$ years for the C-area. The shorter $t_a$ the system could reach at the new steady state (ss) equals the long-term-induced Coulomb stressing rate at Groningen; that is, $\dot{S}_n = 0.3$ MPa/year and $t_d(ss)=5.83$ years. In consequence, both the 1- and 10-year perturbation periods are shorter than the range of characteristic time scales $T_a (547$ years $- 37$ years) controlling the seismicity rate response.

In this situation, and as displayed in Figures 8a and 8b, the variations of the induced seismicity rate are proportional to and in phase with the Coulomb stress change. In our case, since the amplitude of the stress changes due to the 1-year harmonic is small, the 1-year period seismicity rate fluctuations are also of low amplitude (see Figures 8a and 8b). We conclude that our modeling approach rejects the hypothesis of
causality between the seasonal swing of the gas production and the observed seismicity spikes. Interestingly, since the effective $T_e$ shortens over time, the model predicts that for the two selected subareas the Groningen system is progressively more responsive to the stressing rate. This is visible in Figures 8a and 8b where the amplitude of the seismicity rate fluctuations, either at 1-year period or 10-year period, progressively increases through time.

For illustrative purposes, we also present in Figures 8c and 8d the hypothetic regime of long perturbation periods such that $T \gg T_e$, with $T_e(1993) = 0.2$ year. In this case, both harmonic stress perturbations, of identical stress rate amplitude, lead to seismicity rate fluctuations of identical amplitude. This regime requires extremely short $T_e$ which is (i) incompatible with our modeling results and (ii) would predict fast seismicity response at the onset of depletion in contradiction with the observations.

3.5. Spatial Patterns

Another way to assess the performance of our modeling approach is to compare the observed and modeled spatial distribution event density during the period (1993–2016) (see Figure 9). For the C-area, a region of high event density is localized along the diagonal NW–SE for both data and model. The fault density along this diagonal is also the highest. However, it is important to note, as an example, that in the Northeast part faults are still mapped but our approach successfully predicts less seismicity along these faults, consistent with observations. In our modeling approach, the local combination of (i) a less severe pressure depletion and (ii) nonoptimally oriented faults for depletion-induced stress changes (see Figure 3) can explain the lower seismicity level in the Northeast part of the C-area. For the SW-area, even if faults are uniformly distributed, interestingly, only a distinct small spot of high event density appears at the same location for both data and model. Nonetheless, for both subareas residuals remain between data and model event density fields; factors that might contribute to these spatial mismatches will be discussed in section 5.

3.6. Insignificant Effect of Aftershocks

One of the highly debated assumptions of Dieterich’s seismicity rate theory (Dieterich, 1994) is the lack of interactions between seismic sources. More specifically, Dieterich’s seismicity rate theory (Dieterich, 1994) assumes that aftershocks are directly triggered by the stress changes induced by their mainshock; but the
effect of stress interactions between aftershocks is not honored. However, as demonstrated by Ziv and Rubin (2003) this assumption is not as limiting as it seems at first glance, because interevent stress interactions affect not only the transient stressing history but also the effective background stressing rate. On the one hand, interevent interactions trigger more aftershocks, which tend to prolong the duration of the aftershock sequence. On the other hand, the enhanced triggering increases the background stressing rate, which tends to shorten the aftershock sequence duration. The two effects counteract each other, and the aftershock duration predicted by Dieterich’s theory remains unchanged. Very recently, Heimisson (2019) has proposed a revised version of Dieterich’s seismicity rate theory (Dieterich, 1994) which accounts for source interactions and confirms the earlier findings of Ziv and Rubin (2003).

We could further examine the effects of interevent interactions in our modeling framework, by (1) following the new version of Dieterich’s theory accounting for interactions recently implemented by Heimisson (2019), (2) using the Epidemic-Type Aftershock Sequence (ETAS) model (Ogata, 2011), or even (3) declustering the earthquake catalogue, that is, performing a statistical separation into background (i.e., mainshocks directly induced by gas depletion) and clustered populations (i.e., aftershocks). It is important to point here that for these three alternatives, stress transfers between aftershocks are not explicitly modeled. In addition, the cluster properties can be affected by various catalogue uncertainties. In particular, increased earthquake location errors can lead to artificially increased either clustering or background rates (see, e.g., Zaliapin & Ben-Zion, 2016).

We could couple Dieterich’s seismicity model with ETAS (see, e.g., Llenos & McGuire, 2011): The former would provide the event rate of the independent main events, the latter the aftershock productivity. The ETAS model has been recently used in the context of induced seismicity (Llenos & Michael, 2013) and even for the Groningen field (Bourne et al., 2018). We decide here to apply the declustering algorithm of Zaliapin et al. (2008) and Zaliapin and Ben-Zion (2016), which resolves complete triggering chains based on the relative space-time-magnitude distances introduced by Baiesi and Paczuski (2004). Details of the method and results are presented in Appendix A3. For the SW-area, over a total of 67 events, only three events are identified as clustered aftershock events. For the C-area, 39 clustered aftershocks and 219 mainshocks are identified; that is, approximately 18% of the events are aftershocks. Applying the ETAS model over the whole Groningen field, Bourne et al. (2018) found an aftershock proportion of 10–15%. We then reestimate the parameters of Dieterich’s model with the declustered catalogues (see Appendix A3. for figures). Only the C-area is presented here, since removing the three clustered events of the SW-area is not expected to change the model parameters. The posterior density distributions of each model parameter of the C-area are almost identical to the ones derived with the original catalogue. It is thus a reasonable approach to apply Dieterich’s seismicity rate theory over the original catalogue including aftershock events.

3.7. Predictive Performance

This section is dedicated to assess the forecast capacity of our model over the forecast period (2011–2016) when the model parameters have been solely conditioned with the training period (1993–2011). We focus on the C-area, since for the low-seismicity SW-area only the posterior model parameters obtained after conditioning with the training period (1993–2016) are well constrained.

To formally judge the predictive capacity of our model, we perform a number of Regional Earthquake Likelihood Model tests on the model forecasts. For this purpose, we forecast event rates for the period (2011–2016) based on the maximum a posteriori estimate of the model parameters determined for the training period (1993–2011). Since the model parameters are fixed for the forecast period, the forecast model has no degrees of freedom.

The first test, the N-test, tests the consistency of the model with the data (Schorlemmer et al., 2007), that is, how well the forecast number of earthquakes (the model) matches the observed number of events (the data). The analytical form followed by Zechar et al. (2010) is used here as

\[ \delta_1 = 1 - F(N_{obs} - 1 | N_{fore}) \]  
\[ \delta_2 = F(N_{obs} | N_{fore}) \]

where \( F(x | \mu) \) is the right-continuous Poisson cumulative distribution function with expectation \( \mu \) evaluated at \( x \) and \( F(x | \mu) = 0 \) for all \( x < 0 \). To be clear, \( \delta_1 \) is the probability of observing at least \( N_{obs} \) earthquakes, given
that $N_{\text{fore}}$ are expected; $\delta_2$ is the probability of observing at most $N_{\text{obs}}$ earthquakes, given that $N_{\text{fore}}$ are expected. In our case, $N_{\text{fore}} = 112.6$ and $N_{\text{obs}} = 107$, equations (10) and (11) yield, respectively, $\delta_1 = 0.71$ and $\delta_2 = 0.32$. Both $\delta_1$ and $\delta_2$ are superior than the critical value of $\delta_{\text{eff}} = 0.025$ in order to maintain a Type I error of $\alpha = 5\%$; thus, the observation is consistent with the forecast. In other words, the forecast contains on average 112.6 events of magnitude 1.0 and higher, while the data contain 107 such events. Synthetic catalogues based on the forecast would contain a number of events drawn from a Poisson distribution with an expected value of 112.6. Of these catalogues, 95% would contain between 92 and 133 events. Since the number of observed events ($N_{\text{obs}} = 107$) falls within the acceptable range under the given $\alpha = 5\%$, the model and the data are thus consistent (Figure 10a).

The second test, the $L$-test, checks whether the observed likelihood of the model (the likelihood score obtained when using the observed events) is consistent with the expected distribution of likelihood scores from this model (Schorlemmer et al., 2007). Synthetic catalogues based on the forecast can be evaluated against the forecast that created them. This gives an expected distribution of likelihood scores of catalogues conforming to the forecast. This expected distribution of likelihood scores can also be obtained analytically (Rhoades et al., 2011). Based on the forward model, 95% of the catalogues would have a log likelihood between $-2,187.88$ and $-1,540.05$. Since the log likelihood of the observed events ($-1,775.3$) falls within this range, the model and the data are consistent (Figure 10b).

Finally, we compare Dieterich’s model to the Coulomb failure model (Figure 6c) which predicts the following instantaneous direct relationship between stressing rate $\dot{S}_f$ and seismicity rate $R_c$

$$\frac{R_c}{R_0} = \frac{\dot{S}_f}{\dot{S}_0}$$

(12)

where $\dot{S}_f$ denotes the positive part of the Coulomb stressing rate, since negative seismicity rates are excluded (Ader et al., 2014). The distribution of the log likelihoods of the observed events during the forecast period
(2011–2016) for the posterior ensemble of models trained during the period (1993–2011) is significantly worse for the Coulomb failure model (Figure 10c). This result is further confirmed by the Coulomb model failing both the N-test and the L-test over the forecast period (2011–2016; Figures 10c and 10d).

As a way to compare the performance of two models, a third last test can be used, the T-test (Rhoades et al., 2011), which gives the information gain per sample (per observed event) of model A over model B

$$I_N(A, B) = \frac{1}{N} \sum_{i=1}^{N} (X_i - Y_i) - \frac{N_{\text{obsA}} - N_{\text{obsB}}}{N_{\text{obs}}}$$

(13)

where \(X_i = \log (R_d(x_i, y_i, t_i))\) and \(Y_i = \log (R_d(x_i, y_i, t_i))\). The expected value for information gain per sample for equally performing models is zero. In order to test whether or not the information gain per sample differs significantly from zero, the students \(t\)-distribution with \(N_{\text{obs}} - 1\) degree of freedom \((t_{N-1})\) is used. Indeed, for the information gain per sample to differ significantly from zero, the absolute value of the normalized information gain \(T_i = I_N(A, B)/\left(s/\sqrt{N}\right)\) should fall in the extreme tail of the \(t_{N-1}\) cumulative distribution function, where \(s\) denotes the sample variance of \(X_i - Y_i\) and defined as

$$s^2 = \frac{1}{N-1} \sum_{i=1}^{N} (X_i - Y_i)^2 - \frac{1}{N^2 - N} \left(\sum_{i=1}^{N} (X_i - Y_i)\right)^2$$

(14)

In our scenario, models A and B correspond, respectively, to Dieterich’s model and the Coulomb model. \(|T_i| = 4.58\) falls well within the extreme tail of the \(t_{N-1}\) distribution (see Figure 10f), confirming that (i) the performance of Dieterich’s model and Coulomb’s model are statically significantly different and (ii) the Coulomb model (with the lower log likelihood) can be rejected in favor of Dieterich’s model.

4. Discussion and Conclusions

We presented a Coulomb rate-and-state modeling approach including most of the key ingredients acting in concert in the generation of induced events during the gas production of the Groningen field. The ingredients include (i) details of the spatiotemporal pressure distribution from reservoir simulations, (ii) poroelastic effect of the reservoir contraction accounting for the differential compaction between compartments bounded by faults with offsets, and (iii) Dieterich’s seismicity rate theory (Dieterich, 1994) incorporating the effective frictional response of a population of faults. We showed that the model parameters of both selected subareas of the Groningen gas field can be constrained by the data covering the period (1993–2016) and that the first-order spatiotemporal distribution of the observed seismicity is captured by our modeling approach. Due to the difficulties to constrain the model parameters of the SW-area over the training period (1993–2011), solely the forecast capacity of the C-area has been assessed over the period (2011–2016). Our modeling approach over the C-area successfully passed a series of predictive performance tests, and it has been demonstrated that Dieterich’s seismicity theory outperforms the traditional Coulomb failure model.

Three main ingredients should be carefully handled in the modeling of induced seismicity: (1) the data, (2) the forward modeling, and (3) the stochastic Poisson variabilities. Each of these ingredients, if not properly honored, might contribute to the remaining mismatch between the predicted and observed seismicity.

For example, our modeling of the Groningen-induced seismicity, coupling Coulomb stressing rate with Dieterich’s theory, does not include the intrinsic Poisson variability of earthquakes occurrence. The observed catalogue is considered here as one unique realization of a stochastic, nonstationary Poisson process, and each posterior member of our modeling approach is one particular model of the time-dependent seismicity rate underlying the Poisson process. Consequently, before any data-model comparisons, one should account for stochastic Poisson variabilities. This is realized by creating synthetic catalogues through Monte Carlo simulation following Zhuang and Touati (2015). For each posterior member, which can be considered as the mean of an underlying Poisson distribution, multiple synthetic catalogues are generated where the likelihoods of the event location and timing are proportional to the event density. The gray regions in Figure 6 bound 95% of the ensemble of these stochastic realizations. Without considering stochastic Poisson
variabilities, the model underestimates the event rate reduction of the C-area after the production rate reduction in 2014. Including Poisson variabilities, the large reduction of the observed event rate falls inside the range of the posterior distribution. However, and as discussed before, some very high frequency fluctuations of the observed seismicity rate are outside the uncertainty range due to Poissonian stochasticity. One can thus attribute the model-data mismatch to the two other ingredients, either to the data or to the forward modeling.

Regarding the data, the spatial error of the event locations might not be well constrained; for example, its temporal evolution with the improvement of the seismic network should be accounted for in future work. Regarding the forward modeling, a more precise modeling would involve monthly sampled stress fluctuations of the Groningen field. We do not expect that the rate-and-state theory, with the model parameters inferred in this study, can explain the triggering of the observed bursts of seismicity by the seasonal swing. However, one cannot exclude the possible effect of high-frequency poroelastic stressing which would be missed by our yearly analysis. Another candidate to explain these bursts might be the presence of aftershock sequences. We have shown that it is not the case and that Dieterich's neglect of interevent interactions is appropriate, which justifies our use of the original catalogue including clustered events.

Finally, still at the forward modeling level, several other potential candidates might contribute to the remaining mismatch between the predicted and observed spatial event densities: (1) the fault pressure evolution is not properly modeled; (2) the reservoir compaction is not properly modeled; for example, its potential inelastic component (Pijnenburg et al., 2018) is not accounted for; (3) the uncertainty in the remote stress field is not accounted for; (4) unmapped faults are missing; and (5) the presence of the salt layer on top of the reservoir is not properly handled. Some of these issues have been already tested. As an example, switching from our base case scenario (where the fault pressure follows the pressure of the most depleted compartment) to the scenario where we take fault pressure equal to the average pressure of the two compartments did not lower the residuals. Because of computational constraints, the detailed modeling of the flow inside the faults and at their boundaries, which will require a local mesh refinement, is currently unachievable. Thus, one cannot exclude that local gradients of pore pressure, currently missing in our approach, could drive additional stress changes (see Chang & Segall, 2016a, 2016b; Rutqvist et al., 2016) and explain the persistent mismatch with observations. Selecting a slightly different remote stress tensor did not help to reconcile the observed and modeled event density spatial pattern. The top seal Zechstein salt layer probably plays a role in both (i) the stress distribution on top of the reservoir and (ii) the effective frictional behavior of the Groningen faults. Still at the level of the induced stress computation, we made the assumption of a uniform distribution of elastic properties of the reservoir and underburden. In doing so, we are missing the spatial heterogeneities in the compaction coefficient, which certainly affect the compaction field as pointed out by linear inversion of subsidence measurements (Bierman et al., 2015; Fokker & Van Thienen-Visser, 2016). This last effect might be, at least partially, at the origin of the residual pattern observed for both subareas.

We have shown that since the production onset in the two subareas of interest, the characteristic periods of stress perturbations $T$ (caused by production rate fluctuations) are much shorter than the characteristic response time $T_a$ of the Groningen fault system. In this regime $T \ll T_a$ the variations of the seismicity rate are in phase with the Coulomb stress change and present a delay with respect to the Coulomb stress rate of a quarter of the perturbation period $T$. However, one important feature of the Groningen fault system in the two subareas of interest is that its seismicity is unsteady since the start of production and $T_a$ has been shortening due to the induced increase of the background stressing rate. Since the Groningen faults are probably not yet at steady state in the two selected subareas, the shortening of $T_a$ is continuing, and our approach predicts the Groningen system to become gradually more responsive to the stressing rate.

Applying Dieterich's seismicity rate modeling under the assumption of steady state at the beginning of the analysis period provides only apparent background stressing and seismicity rates. It results that such apparent background stressing and seismicity rates have been constantly increasing since the start of production, but the fault constitutive parameter $A$ remained constant. Our modeling approach gives access to the parameters values in 1993 and reveals significant contrasts between the C-area and SW-area. Notably, $t_r(1993)$ is much longer for the SW-area compared to the C-area, which could explain the late ramp-up of the seismicity
for the SW-area. Spatial heterogeneities in the rate-and-state parameters can thus account, at least partially, for differences in the seismicity patterns between the two subareas. This last result would not be captured by studying the entire Groningen field as a whole as pursued in previous attempts (Bourne et al., 2014; Bourne et al., 2018; Bourne & Oates, 2017; Dempsey & Suckale, 2017), which would only provide an averaged or smoothed version of the dynamics. Another factor contributing to the contrasted seismicity pattern between the two subareas is the difference in induced stressing rate history. Clearly, the spatial heterogeneities of both the induced stressing rate history and rate-and-state parameters have to be considered in the modeling of the induced seismicity at the Groningen field.

The relative delay in the seismicity response at the onset of reservoir depletion, despite a significant stress increase (Candela et al., 2018; van Wees et al., 2014), has been interpreted as resulting from the fact that the stress on the Groningen faults was far from criticality at the onset of depletion (Bourne & Oates, 2017; Candela et al., 2018; Dempsey & Suckale, 2017; Muntendam-Bos & de Waal, 2013; van Wees et al., 2014). A different explanation is offered by Dieterich's theory, where at the onset of depletion, the seismicity rate is assumed steady state and the Groningen faults are assumed to be already close to criticality. Faults in Dieterich's model are thus always active, generating events, although at a very low rate if the loading rate is very low, as in Groningen. We deduced from our modeling approach a low background seismicity rate in 1993. Also, we expect an even lower value at the start of production when the system was at steady state, which is expected for an intraplate region such as the North of the Netherlands. Because of this very low background seismicity rate, changes in stressing rate due to the onset of reservoir depletion, even at a fast production rate, may not be sufficiently large to induce a noticeable change in seismicity rate. It is only after the seismicity rate ramped up to a noticeable rate around 1990 that the changes were identified.

Appendix A

A1. Upscaling of the Stress Rate

Following the approach described in section 3.1, we can calculate the effective normal stress and shear stress and their respective rates for every observation point along each fault (Figure 2). Observation points are placed on fault pillars, which in turn make up the 3-D geometry of a fault (Figure 2). When considering the entire Groningen field, the model contains over two million observation points, distributed over about 21,000 pillars on a total of more than 800 faults. Upscaling of the stress results is desirable because in order to compare a particular model realization with the observed seismicity, the dimensionality of the model output and the data needs to be the same.

There are a number of ways in which the upscaling from three spatial dimensions to two spatial dimensions can be achieved. We describe two routes here.

The first approach consists in calculating first the seismicity rate using Dieterich’s approach at each observation point and then calculating the integral over each pillar to get the seismicity rate per pillar in 2-D. This approach is strictly the "correct approach." It is however not practically suitable for the data assimilation step since computing an ensemble of realizations following this procedure would take very long on a typical desktop computer.

The second approach consists of upscaling first the stress components (effective normal stress, shear stress, and their respective rates). We calculate first the Coulomb stressing rate $\dot{S}$ for each observation point, and we select the location of the maximum value for each pillar. Then, in order to upscale all the stress components, for each pillar we pick their respective values at the selected location of the maximum $\dot{S}$. We can now compute the seismicity rate for each pillar following Dieterich’s theory (equation (4)). This approach offers the advantage to be computationally very fast and suitable for exploring a large number of realizations during the conditioning step. The downside of this approach is that stress peaks at the reservoir edges can control the maximum $\dot{S}$. However, it is not possible to relax these stress peaks which are intrinsic to our elasticity assumption. Even for the correct approach, these stress peaks are part of the integral. Still, it is important to note here that our approximation captures the temporal dynamic of the seismicity rate at each pillar location (see Figure A1). This can be explained by the fact that for each pillar the integrated seismicity rate for all the observation points is expected to be dominated by the location where the seismicity rate is the highest (Kroll et al., 2017). The relative seismicity rate $R$ predicted by this upscaling approach is overall higher.
than for the correct approach described above, even if the temporal dynamic is identical for both approaches. Adjusting $r_0$ for calculating the seismicity rate $R_D$ (see equation (3)) resolves this offset.

**A2. Response of an Unsteady Fault System to Harmonic Stress Perturbations**

Ader et al. (2014) have derived the rate-and-state seismicity response to harmonic stress perturbations of a fault population relative to a steady state. We address here the same problem but when the reference state of the fault population is unsteady, which is the relevant scenario for the Groningen fault system.

We assume that the loading is composed of a long-term, unsteady loading $\dot{S}_u(t)$ and a short-term perturbation $\dot{s}(t)$

$$\dot{S} = \dot{S}_u + \dot{s}$$  \hspace{1cm} (A1)

In our Groningen case study, the long-term unsteady loading corresponds to the 10-year long period fluctuations of the stressing rate, and the short-term perturbation corresponds to the 1-year short-period fluctuations of the stressing rate. We define the reference state $\gamma_0(t)$ as the unsteady state resulting from $\dot{S}_u(t)$, that is, the time-dependent solution to Dieterich’s equation (equation (2)) with $\dot{S} = \dot{S}_u(t)$

$$a\sigma\gamma_0(t) = 1 - \gamma_0(t)\dot{S}_u$$  \hspace{1cm} (A2)

We define a perturbation $\delta\gamma(t)$ relative to the reference state by $\gamma = \gamma_0 + \delta\gamma$. We assume that the perturbation is small, $\frac{\delta\gamma}{\gamma_0} \ll 1$ and $\frac{\delta\dot{\gamma}}{\gamma_0} \ll 1$ and expand Dieterich’s equation to first order

$$a\sigma \delta\gamma = -\delta\gamma \dot{S}_u - a\sigma\gamma_0 \dot{s}$$  \hspace{1cm} (A3)

We assume that the fluctuations of the reference loading are much slower than those of the loading perturbation. Taking the short-time Fourier transform of the previous equation over a time window much shorter than the characteristic time scales of $\dot{S}_u(t)$, we obtain

$$\frac{\delta\gamma(\omega)}{\gamma_0} = \frac{\dot{s}(\omega)}{1 + i\omega \frac{\dot{S}_u}{S_u}}$$  \hspace{1cm} (A4)

In terms of the perturbation $\delta R(t)$ of the seismicity rate $R(t)$ relative to the reference rate $R_0(t)$, we have

$$\frac{\delta R(\omega)}{R_0(t)} = \frac{\dot{s}(\omega)}{1 + i\omega \frac{\dot{S}_u(t)}{S_u(t)}}$$  \hspace{1cm} (A5)

**Figure A1.** (left) Time series of the relative seismicity rate $R$ along one arbitrary observation point. (right) After scaling with $r_0$, the two upscaling approaches show similar temporal patterns.
This is similar to equation B5 of Ader et al. (2014), but the characteristic time scale controlling the spectrum of the sensitivity to stress perturbations is now

\[ t_a(t) = \frac{a\sigma}{S_0(t)} \]  

(A6)

In particular, the effective \( t_a(t) \) is now time dependent; it changes with the evolving long-term loading.

### A3. Declustering

We employed the statistical methodology for clustering analysis of seismicity initially introduced in Zaliapin et al. (2008). Only the main ingredients of the approach are given here, and we encourage the reader to dig for more details in Zaliapin et al. (2008), Zaliapin and Ben-Zion (2013), and Zaliapin and Ben-Zion (2016).

The declustering algorithm of Zaliapin et al. (2008) is based on space-time-magnitude distances between earthquakes \( i \) and \( j \) defined by Baiesi and Paczuski (2004) as

\[ \eta_{ij} = \begin{cases} t_{ij}(r_{ij})^d 10^{-bm}, & t_{ij} > 0 \\ \infty, & t_{ij} \leq 0 \end{cases} \]  

(A7)

\( t_{ij} \) is the event intercurrence time in years, which is positive if event \( j \) occurred after event \( i \) \( (t_{ij} = t_j - t_i) \), \( r_{ij} \geq 0 \) is the spatial distance between the earthquake hypocenters in kilometers, \( m_i \) is the magnitude of event \( i \), \( d \) is the (possibly fractal) dimension of the hypocenters, and \( b \) corresponds to the \( b \)-value of the Gutenberg-Richter frequency-magnitude distribution.
The nearest-neighbor distance for a given event $j$ is the minimum distance among $\eta_{ij}$ where $i$ goes over all earlier events in the catalogue. The event $i$ that corresponds to the nearest-neighbor distance is called the nearest-neighbor, or parent, of event $j$.

Zaliapin et al. (2008) proposed to consider the scalar distance $\eta$ in terms of its space and time components normalized by the magnitude of the parent event $i$ as

$$T_j = t_j 10^{-q_{bmi}}; \quad R_j = (r_j)^d 10^{-p_{bmi}}; \quad p + q = 1 \quad (A8)$$

And now

$$\log_{10} \eta_j = \log_{10} T_j + \log_{10} R_j \quad (A9)$$

For our analysis, we fix $b = 1$, $d = 1.6$, and $p = 0.5$ as followed by Zaliapin and Ben-Zion (2016). Zaliapin and Ben-Zion (2013) have demonstrated that the estimated cluster structure is stable with respect to the parameter values; our conclusions are thus expected to be insensitive to the precise parameter values.

Zaliapin et al. (2008) and Zaliapin and Ben-Zion (2016) have shown that observed seismicity generally presents a bimodal joint distribution of $(\log_{10} T, \log_{10} R)$. In our case, one mode corresponds to the independent mainshocks, whereas the other consists of clustered aftershocks events located considerably closer in time and space to their parents. Figure A2 shows the 2-D joint distributions of the rescaled time and space component ($T, R$) of the nearest-neighbor earthquake distance $\eta$ for the C-area and SW-area. For the SW-area, over a total of 67 events, only three events are identified as clustered aftershock events. For the C-area, 39 clustered aftershock events are identified and 219 mainshocks that is approximately 18% of aftershocks.

The C-area model parameters can now be reestimated with the declustered catalogue. Their posterior distributions (Figure A3) are almost identical to the ones obtained with the original catalogue including after-shock events (see Figure 5). For the sake of completeness in our analysis, Figure A4 displays the ensemble of posterior event rate predictions for the C-area with model parameters obtained with the declustered catalogue. As observed in Figure 6a with the original catalogue, this ensemble of posterior predictions matches the low-frequency temporal fluctuations of the declustered catalogue.
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