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1.1
Introduction

In ecological research, the processing and interpretation of data play an important role.
The ecologist disposes of many methods, ranging from numerical, mathematical, and
statistical methods to techniques originating from artificial intelligence (Ackley et al.
1985) like expert systems (Bradshaw et al. 1991; Recknagel et al.1994),genetic algorithms
(d'Angelo et al. 1995; Golikov et al. 1995) and artificial neuronal networks, i.e. ANN
(Colasanti 1991j Edwards and Morse 1995).

ANNs were initially developed as models of biological neurons. They are intelli­
gent, thinking machines, working in the same way as the animal brain. They learn from
experience in a way that no conventional computer can, and they rapidly solve hard
computational problems. With the increasing use of computers, these models could
be simulated, and later research was also directed at exploring the possibilities of us­
ing and improving these models for performing specific tasks. Research into ANNs
has led to the development of various types of neuronal networks, suitable for resolv­
ing different types of problems including auto-associative memory, generalization,
optimization, data reduction, control and prediction tasks in various scenarios and
architectures. Chronologically, we can cite the Perceptron (Rosenblatt 1958),ADALINE,
i.e. ADAptive LiNear Element (Widrow and Hoff 1960), Hopfie1d network (Hopfield
1982), Kohonen network (Kohonen 1984),Boltzmann machine (Ackley et al.1985), and
multilayer feed-forward neuronal networks learned by back propagation algorithm
(Rume1hart et al. 1986).Descriptions of these methods can be found in various books
such as Freeman and Skapura (1992),Gallant (1993), Smith (1994),Bishop (1995), Ripley
(1996), etc. The choice of the type of network depends on the type of the problem to
be solved. At present, two popular ANNs are multilayer feed-forward neuronal net­
works, both trained by back propagation algorithm, i.e. back propagation network
(BPN) and Kohonen self-organizing mapping, i.e. Kohonen network (SOM).The BPN
are the most often used, but other networks are also gaining in popularity nowadays
with the emergence of new techniques in various areas of the sciences.

In the last decade research into ANNs has shown explosive growth. They are often
applied in physics research like in speech recognition (Rahim et al. 1993; Chu and Bose
1998) or image recognition (Dekruger and Hunt 1994; Cosatto and Graf 1995; Kung
and Taur 1995) and in chemical research (Kvasnicka 1990j Wythoff et al. 1990j Smits
et al. 1992).In biology most applications of ANNs have been in medicine and molecu­
lar biology (Lerner et al. 1994;Albiol et al. 1995; Faraggi and Simon 1995j Lo et al. 1995).
Nevertheless, a few applications of this method were reported in ecological and envi­
ronmental sciences at the beginning of the J 9908 For jostanceJ.-Colasanti(1991) found
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similarities between ANNs and ecosystems and recommended the utilization of this
tool in ecological modelling. In a review of computer-aided research in biodiversity,
Edwards and Morse (1995) underlined that ANNs have an important potential. Rel­
evant examples are found in very different fields in applied ecology, such as model­
ling the greenhouse effect (Seginer et al. 1994),predicting various parameters in brown
trout management (Baran et al. 1996;Lek et al. 1996a,b), modelling spatial dynamics
of fish (Giske et al. 1998),predicting phytoplankton production (Scardi 1996; Recknagel
et al. 1997), predicting fish diversity (Guegan et al. 1998),predicting the productionl
biomass (P/B) ratio of animal populations (Brey et al. 1996), predicting farmer risk
preferences (Kastens and Featherstone 1996), etc. Most of these works showed that
ANNs performed better than more classical modelling methods.

This book contains working examples of ANN solutions to real ecological prob­
lems in various areas. The tasks are as diverse as the neuronal architectures and algo­
rithms themselves, although no attempt has been made to include an example of ev­
ery shape and form of ANN.Wehave organized this book so every chapter deals with
an interesting example, in which an ANN has been shown to offer a good solution or
not. The present textbook is the result of the experiences of leading practitioners in
ANN ecological modelling, and we thank them all most warmly.

This book is organized in several chapters. In Chapter 1,two very popular ANN al­
gorithms will be presented: a back propagation neuronal network (BPN) and a
Kohonen self-organizing mapping (SOM) network. This chapter offers the reader new
to ANN,an introduction with illustrative ecological examples and a comparison to the
more classical statistical methods. The following chapters are gathered by ecological
theme, from ecosystem studies to evolutionary ecology and even including topics such
as remote sensing. The papers show how to obtain solutions for each ecological prob­
lem, often making reference to the more classical statistical or mathematical methods
like linear or logistic regressions, discriminant analysis, or models based on differen­
tial equations, etc.

1.2
Back Propagation Neuronal Network (BPN)

The back propagation neuronal networks, also called multilayer feed-forward neuronal
networks or multilayer perceptron, are very popular and are used more than other
types of neuronal networks for a wide variety of problems. The BPN is based on the
supervised procedure, i.e. the network builds a model based on examples in data with
known outputs (Fig. 1.1). It has to extract the input-output relation solely from the
examples presented, which together are implicitly assumed to contain the informa­
tion necessary for this relation. The relationship between problem (input) and solu­
tion (output) may be quite general, e.g. the simulation of species richness (where the
problem is defined by the characteristic of environment and the solution by the value
of species richness) or the abundance of animal expressed by the quality of habitat. A
BPN is a powerful system, often capable of modelling complex relationships between
variables. It allows one to predict an output object for a given input object.
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Fig. 1.1. Diagram showing how
data are used to establish the
model calibration in the super­
vised modelling procedure. The
goal of supervised learning is to
find a model, or mapping, that
will correctly associate the in­
puts with the output (or target)
data

1.2.1
Structure of BPN
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The BPNarchitecture is a layered feed-forward neuronal network, in which the non­
linear elements (neurons) are arranged in successive layers, and the information flows
unidirectionally, from input layer to output layer,through the hidden layer(s) (Fig. 1.2).
As can be seen in this figure, nodes from one layer are connected (using interconnec­
tions or links) to all the nodes in the adjacent layer(s), but no lateral connection be­
tween nodes within one layer, or feedback connection(s) are possible. This is in con­
trast with recurrent networks where feedback connections are also permitted. The
number of input and output units depends on the representations of the input and
the output objects, respectively. The hidden layer(s) is (are) an important parameter
in the network. The BPN with an arbitrary number of hidden units has been shown to
be a universal approximate (Cybenko 1989; Hornick et al. 1989) for continuous maps
and can therefore be used to implement any function defined in these terms.

1.2.2
BPN Algorithm

BPN is one of the easiest networks to understand. Its learning and update procedure
is based on a relatively simple concept: if the network gives the wrong answer, then
the weights are corrected so that the error lessens, so future responses of the network
are more likely to be correct. The conceptual basis of the back propagation algorithm
was first presented in 1974 by Webos, then independently reinvented by Parker (1982),
and presented to a wide readership by Rumelhart et al. (1986).

In a training phase, a set of input/target pattern pairs is used for training, which is
presented to the network many times. After training is stopped, the performance of
the network is tested. The BPNlearning algorithm involves a forward -propagating step
followed by a backward-propagating step.
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Fig. 1.2. Schema tic illustr ation of a three- layered feed -forward neurona l network, wi th one inpu t layer.
one h idden layer and one ou tp ut layer

1.2.2.1
Forward-Propagating Step

In a natur al neuron, the dendrites receive signals from other neurons and send them
to the cell body, which elaborates a response. The axon receives response sig nals from
the cell bod y and carries them away th rough the synapse to the dendr ites of neig h­
bouring neuro ns. In ANNs, the computational element, i.e. the processing element, is
called a neuron (some times referr ed to as nod e or unit) . Figure 1.3 shows the general
appearance of a neuron with its connection s. Each neuron is numbered ; the one in
the figur e is the jth. Like a real neuron, the artificial neuron has many inp uts, but only
a single output, which can stimu late many other neurons in the net work . The input
the j th neuron receives from the ith neurons is indicated as x. Each connectio n to the
jt h neu ron is associated to a quantity called weight or connec tion stre ng th. The weight
on the connec tion from the ith neuro n to thej th neur on is denoted Wji' An input connec­
tion may be excitatory (positive weight) or inhibi tory (negative weight) . A ne t input
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Fig. 1.3. Basic processing ele­
ment (neuron) in a network.
Each input connection value
(x;) is associated with a weight
(wp). The output value can fan
out to other units

(called activation) for each neuron is the sum of all its input values multiplied by their
corresponding connection weights, expressed by the formula:

a j = 2. WjiXi + 8j
i

where i is the total number of neurons in the previous layer, ~ is a bias term, which
influences the horizontal offset of the function. The bias ~ may be treated as the weight
from the supplementary input unit, which has a fixed output value of 1. Once the acti­
vation of the neuron is calculated, we can determine the output value (i.e. the response)
by applying a transfer function:

(1.2)

Many transfer functions may be used, e.g. linear function, a threshold function, a
sigmoid function, etc. (Fig. 1.4). A sigmoid function is often used. Its formula is:

I
Xj = !(aj) = ----a-.

1+ e }

The weights play an important role in propagation of the signal in the network. They
establish a link between an input pattern and the associated output pattern, Le. they
contain the knowledge of the neuronal network about the problem/solution relation­
ship.

The forward-propagating step begins with the presentation of an input pattern to
the input layer, and continues as activation level calculations propagate forward till
the output layer through the hidden layer(s). In each successive layer, every neuron
sums its inputs and then applies a transfer function to compute its output. The output
layer of the network then produces the final response, i.e. the estimated target value.
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The backward-propagating step begins with the comparison of the network output
pattern to the target value, when the difference (or error) is calculated. The backward­
propagating step then calculates error values and changes the incoming weights, start­
ing with the output layer and moving backward through the successive hidden layers.

The error signal (8) associated with each processing unit indicates the amount of
error associated with that unit. This parameter is used during the weight-correction
procedure, while learning is taking place. A large value for 8 indicates that a large cor­
rection should be made to the incoming weights; its sign reflects the direction in which
the weights should be changed.

If the output layer is designated by k, then its error signal is:

(1.4)

with tk: the target value of unit k, xi: the output value for unit k,f': the derivative of the
sigmoid function, ak: the weighted sum of the input to k, and (tk-Xk): the amount of
error. (The f' part of the term forces a stronger correction when the sum ak is near the
rapid rise in the sigmoid curve.)

For the hidden layer (j), the error signal is computed as:

The adjustment of the connection weights is done using the 8 values of the pro­
cessing unit. Each weight is adjusted by taking into account the 8 value of the unit that
receives input from that interconnection. The connection weight is adjusted as follows:

(1.6)
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The adjustment of weight Wkj' which goes to unit k from unit j, depends on three
factors: 8k (error value of the target unit), Xj (output value for the source unit) and 1].

This weight adjustment equation is known as the generalized 8 rule (Rumelhart et aI.
1986).1] is a learning rate, commonly between 0 and 1, chosen by the user, and deter­
mines the rate of learning of the network. A very large value of 1] can lead to instabil­
ity in the network, and unsatisfactory learning. Too small values of 1] can lead to ex­
cessively slow learning. Sometimes, the learning rate is varied to produce efficient learn­
ing of the network during the training procedure. For example, to obtain the best learn­
ing performance, the value of 11 can be high at the beginning of the procedure, and
decrease during the learning session.

1.2.3
Training the Network

Before training commences, the connection weights are set to small random values.
Values between -0.3 and 0.3 are often used. Next the input patterns are applied to the
network, which is allowed to run until an output is produced at each output node. The
differences between the output calculations and the targets expected, taken over the
entire set of patterns, are used to modify the weights. One complete calculation in the
network is called an epoch or iteration of training or learning procedure. This pro­
cess (epoch) is repeated until a suitable level of error is achieved. The BPN algorithm
performs gradient descent on this error surface by modifying each weight in propor­
tion to the gradient of the surface at its location (Fig. 1.5). It is known that gradient
descent can sometimes cause networks to get stuck in a depression in the error sur­
face where such a depression exists. These are called "local minima" which correspond
to a partial solution for the network in response to the training data. Ideally, we seek a
global minimum (lowest error value possible); nevertheless, the local minima are sur­
rounded and the network usually does not leave it by the standard BPN algorithm.
Special techniques should be used to get out of a local minimum: changing the learn­
ing parameter or the number of hidden units, but notably by the use of momentum
term (a) in the algorithm. The momentum term is chosen generally between 0 and 1.
Taking this last term into account, the formula for weight modification at epoch t + 1

is given by:

(1.7)

Fig. 1.5. Error surface as func- Error I

tion of a weight showing gradi-
ent and local and global minima

Gradient

Minimum global
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The learning rate (1])and the momentum term (a) play important roles in the learn­
ing process of BPN.If the values of these parameters are wrong, the network can os­
cillate, or more seriously it can get stuck in a local minimum. In our example
(see Section 1.2.7), we obtained good convergence of the networks by initially making
a = 0.7 and 1]= 0.01; then they were modified according to the size of the error by the
following algorithm:

If presenterror > previous_error * 1.04
then 1] =1] * 0.75,

a=O,
else 1] = 1] * 1.05,

a=0.95,
Endlf

Atraining set must have enough examples of data to be representative for the overall
problem. However, the training phase can be time-consuming depending on the net­
work structure (number of input and output variables, number of hidden layers and
number of nodes in each of them), the number of examples in the training set and the
number of iterations.

1.2.4
Testing the Network

Typically the use of a BPN requires both training and test sets. Both sets contain in­
put/output pattern pairs taken from real data. The first is used to train the network,
and the second one serves to assess the performance of the network after training is
complete. In the testing phase, the input patterns are fed into the network and the
desired output patterns compared with those given by the neuronal network. The
agreement or the disagreement of these two sets gives an indication of the performance
of the neuronal network model.

Another decision that has to be made is the subdivision of the data set into differ­
ent subsets which are used for training and testing the BPN. The best solution is to
have separate data bases, to be able use the first set for training and testing the model,
and the second independent set for validation of the model (Mastrorillo et al. 1998).
This situation is rarely observed in ecological studies, and partitioning the data set
may be applied for testing the validity of the model. We present here two partitioning
procedures: (i) if enough data sets are available, the data may be divided randomly in
two parts to give a training and a test set. The proportion may be 1: 1,2 : 1,3 : 1,etc. for
the two sets. However, the training set still has to be large enough to be representative
of the problem and the test set has to be large enough to allow correct validation of
the network. This procedure of partitioning the data is called k-fold cross-validation,
sometimes named the hold-out procedure (Utans and Moody 1991; Efron and
Tibshirani 1995; Kohavi and Wolpert 1996; Friedman 1997); (ii) if there are not enough
examples available to permit the data set to be split into a representative training and
test set, other strategies may be used, like cross-validation. In this case, the data set is
divided into n parts, usually small, i.e. containing few examples of data. The BPN may
now be trained with n - 1 parts, and tested with the last part. The same network struc-



CHAPTER 1 . Neuronal Networks: Algorithms and Architectures for Ecologists 11

ture may be repeated to use every test set once in one of the n procedures. The result
of these tests together provide the performance of the model. Sometimes, in extreme
cases, the test set can have only one example, and this is called the leave-one-out pro­
cedure (Efron 1983; Kohavi 1995). The case is often used in ecology when either we have
a small dat abase or each observation is a unique piece of information different from
the others.

1.2.5
Overtraining or Overfitting the Network

If a network is overfitted (or overtrained) , it has a good memory in the det ail of data.
In such cases , the network will not learn the general features inherently present in the
training set, but it will perfectly learn more and more of the specific det ails of the train­
ing set. Thus the network loses its capacity to gen eralize . Several ru les have been de­
veloped by many researchers regarding approximate determinations of the required
network parameters to avoid overfitt ing. Three par ameters are responsible for this
phenomenon: the number of epochs , the number of hidden layers and the number of
neurons in each hidden layer. The det ermination of the appropr iate numbers of these
elements is the most crucial parameter in BPN modelling. Previously, the optimum
size of epochs or hidden layers or hidden nodes were determined by tr ial and error
using tr aining and test sets o f data. A typical graph of training and gener alizat ion er­
rors versus number of parameters is shown in Fig. 1.6.Wecan show th e errors decrease
rapidly as fun ction of parameter complexity. If th e error in the training set decreases
steadily, the error of the test set can increase after minimal values, i.e. the model is no
longer able to generalize. The tr aining procedure must be stopped when the error on
the test set is lowest , i.e. the zone correspond ing to the best compromise between bias

Fig.1.6. Criter ia of determina­
tion of tra ining stop and selec ­
tion the optimum network ar ­
chit ecture

Error

Optimal
stopping zone

Testing

L :j:~t=====__JTraining

Number of iterations or hidden nodes
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and variance. For an excellent summary of the issues affecting generalization in neu­
ronal networks see Geman et al. (1992).

1.2.6
Use Aspects

In ANN modelling, as mentioned above, many parameters are difficult to grasp and
their understanding by the model is often based to some extent on heuristics. We pro­
pose to now illustrate this situation through an example taken from fish ecology, pre­
diction of the food consumption by fish relative to their biomass (Q/B) (Palomares
and Pauly 1989; Palomares 1991; Lek et al. 1995). Palomares (1991) made a census of
and standardized 108direct evaluations of Q/B involving 65 species and 25families of
fish throughout the world (see data in Appendix). Using the multiple linear regres­
sion (MLR) model, we can explain 51% of the variance of Q/B after log transforma­
tion of some of the variables:

10g(Q/ B) =0.372- 0.20510g(W~) + 0.93610g(T) + 0.20910g(A) + 0.529h + 0.425d
- 0.019P - 0.165D - 0.477P

This model is built with 8 independent variables: the asymptotic weight of the spe­
cies (W~), the morphological ratio A representing the motor activity of the fish, the
mean annual temperature (T), three discrete variables defining the diet, herbivorous
(h =1),detritivorous (d =1), farmed fish (p =1) and carnivorous (h =d =P=0), and
two morphological measurements: D = standard length / height of the body and
P = height of the tail / height of the body.

Aswe can see (Appendix), the variables have different ranges of values. For example,
W cc has relatively high values and it might dominate or paralyse the model. Scaling of
the input variables is then necessary. Different methods may be used, but the best re­
sults are often obtained by autoscaling, i.e. centred and reduced variable by this for­
mula:

X-x
Z=--

ax

(1.8)

where z is the scaled value, X is the unsealed value, x and ax are the mean and stan­
dard deviation for the specific variable. The effect of the autoscaling of the variables
in the data set is shown in Fig. 1.7.

The output variable(s) also need to be scaled according to the transfer function used.
If the sigmoid function is used, the range of variables must be scaled into the interval
[0,1], as given by the formula:

x - min (. )z = . high - low + low
max-mm

where z is the scaled value, x the unsealed value, min and max: the minimum and
maximum of the unsealed values for the variable, high and low: lower bound and up-
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Fig. 1.7. Effect of autoscaling on a data set.The orders ofvariables (1 to 8) are the same in the table in
Appendix; a beforescaling,onlyone variable isdominant (W=); b afterscaling,all variables have more
or less the same reach

Table 1.1 . Values of thesynapticweights linkingdifferent independentvariables to thedependent vari-
able (Q/B) byusing a linear function as the transferfunction.The experimentation is repeated 5 times
(±SD: Standard deviation)

Experiment W= T A d p h P 0

-0.0131 00481 - 0.0172 0.0069 -0 .0056 0.0540 001 57 00613

2 -0.0096 0.0452 - 0.0133 00045 -0.0077 00538 0.0128 00611

3 -001 38 00487 - 0.Q1 79 0.0074 -00052 00540 0 0163 0.0614

4 - 0 0040 00405 - 0.0073 0.0007 - 0 0110 0.0536 0.008 1 0.0606

5 - 0 0039 0.0405 - 0 0073 00006 - 0.Q1 10 0.0536 0.0081 0 0606

Mean - 0.0089 0.0446 - 0.0126 0.0040 -0.0081 0.0538 0.0122 0.0610

±SD 0.0048 0.0040 0.0051 0.0033 0.0028 00002 0.0040 0.0004

per bound of the ran ge over which the data is scaled. Com monly, the bou nds used were
between 0 and 1, or between 0 . 1 and 0.9 . The latter choice can often speed the rate of
convergence.

1.2.7
BPN versus MLR

Our purpose in this section is to compa re BPN with MLR, which are lar gely used in
ecolog ical modell ing. Other meth od s are more scarcely applied to ecology and related
fields (e.g. General addi tive models (GAM), Alterna ting Condi tio na l Expe ctati on s
(ACE), etc. ), but we chose not to include the m in this compara tive ana lysis. So, we used
the simplest neuronal network and shall no w try to see whether any common poi nts
can be found with mul tipl e regre ssion.

First, we used a ne twork with no hidden layers and a linear transfer fun cti on. To
avoid overfitting, the learning procedure was stopped at 1 000 epoc hs.We repeated thi s
operation 5 times, with different synaptic weights randomly choosing them between
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Fig. 1.8. Performance of back
propagation neuronal network
without hidden layer after
1 000 epochs of learning proce­
dure, by using linear function
as transfer function
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-0.3 and 0.3. In spite of the different starting weights, the final synaptic weights were
very close (very low standard deviation), in value and sign (Table 1.1).

Taking into account the mean of the 5 experiments, we can obtain the following
model:

Q I B == f(-0.0089 W~ + 0.0446T - 0.0126A + 0.0040d - 0.0081p + 0.0538h
+ 0.0122P + 0.061OD} (1.10)

This equation allows the value of Q/B to be computed with the values of other pa­
rameters with f as linear function, in the same way as the MLR model. The correlation
coefficient between observed and estimated values is r == 0.57 (Fig. 1.8), i.e. the same
value obtained by the MLR model performed without transformation of variables.

Table 1.2. Values of the synaptic weights linking different independent variables to the dependent vari-
able (Q/B) by using a sigmoid function as the transfer function. The experimentation is repeated 5 times
(SD: Standard deviation)

Experiment W~ T A d P H P 0

1 -6.3935 0.4529 -0.0689 0.1912 -0.2671 0.3030 0.0364 0.4671

2 -6.7578 0.4442 -0.0561 0.1817 -0.2693 0.3091 0.0438 0.4182

3 -6.7647 0.4442 -0.0561 0.1818 -0.2693 0.3090 0.0437 0.4181

4 -6.3932 0.4529 -0.0689 0.1912 -0.2671 0.3030 0.0364 0.4671

5 -6.6569 0.4425 -0.057 0.1806 -0.2718 0.3114 0.0460 0.4068

Mean ~6.5932 0.4473 -0.0614 0.1853 -0.2689 0.3071 0.0413 0.4355

±5D 0.1874 0.0051 0.0069 0.0054 0.0019 0.0039 0.0045 0.0293
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In a second experiment, by applying the sigmoid function f, we obtained an im­
provement of the model (r = 0.67), given by the following equation (see Table 11.2for
coefficients ):

Q I B = f( -6·5932W ee + 0.4473T - 0.0614A + 0.1853d - 0.2689P + 0.3071h
+ 0.0413P + 0.4355D) (1.11)

Fig. 1.9. Performance of back 120 -.-~-~~~~~~~~~~~~~~----"
propagation neuronal network
without hidden layer after
1000 epochs of learning proce- 100
dure, by using sigmoid function
as transfer function
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Fig. 1.10. Performance of back 120 -.-~~--~~~~~~-~~~~------"
propagation neuronal network
with 8 neurons in hidden layer,
after 1000 epochs oflearning 100
procedure, by using sigmoid
function as transfer function
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The predictive quality is better, but the errors are high compared to the perfect line
of prediction (Fig. 1.9). The synaptic weights are high and constant for W~ variable.

Using one hidden layer, we improved the quality of prediction (Fig. 1.10): practi­
cally all observations are aligned on the perfect line (coordinate 1: 1). For more de­
tails, see Lek et al. (1995).

1.3
Kohonen Self-Organizing Mapping (SOM)

1.3.1
Algorithm

The Kohonen SOM falls into the category of unsupervised competitive learning
(Fig. i.n) methodology, in which the relevant multivariate algorithms seek clusters in
the data (Everitt 1993). Conventionally, at least in ecology, the reduction of the multi­
variate data is usually carried out using principal components analysis or hierarchi­
cal clustering analysis (Jongman et al. 1995). Unsupervised learning allows the inves­
tigator to group objects together on the basis of their perceived closeness in n-dimen­
sional hyperspace (where n is the number of variables or observations made on each
object).

Formally, a Kohonen network consists of two types of units: an input layer and an
output layer. The array of input units operates simply as a flow-through layer for the
input vectors and has no further significance. In the output layer, SOMoften consists
of a two-dimensional network of neurons arranged on a square (or other geometrical
form) grid laid out in a lattice. A hexagonal lattice is preferred, because it does not
favour horizontal or vertical directions. Each neuron is connected to its nearest
neighbours on the grid (Fig. 1.12). The neurons store a set of weights (weight vector),
an n-dimensional vector if input data are n-dimensional.

Fig. 1.11. Diagram showing
how data are used to establish
the model calibration in the
unsupervised learning proce­
dure. The goal of the unsuper­
vised learning is to obtain a
cluster or mapping in order
that people can easily explain
the data

Input pattern

I------------+l Interpretations
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Fig. 1.12. A two dimensional
Kohonen self-organizing fea­
ture map network

Output
layer

Kohonen map

Input units
Xi

Since the introduction of the Kohonen neuronal network (Kohonen 1982), several
training strategies have been proposed (see e.g, Hecht-Nielsen 1990; Freeman and
Skapura 1992) which deal with different aspects of use of the Kohonen network. In
this section, we will keep to the neuronal network proposed by Kohonen (1984). For
an input x, each neuron j (weights: wj ) calculates its activation level, defined as:

n i . )2L\wf -Xi
i=O

(1.12)

Thus, this is simply the Euclidean distance between the points represented by the
weight vector and the input in n-dimensional space. Anode whose weight vector closely
matches the input vector will have a small activation level, and a node whose weight
vector is very different from the input vector will have a large activation level.The node
in the network with the smallest activation level is deemed to be the winner for the
current input vector.

During the training process the network is presented with each input pattern, and
all the nodes calculate their activation levels as described above. The winning node
and some of the node around it are then allowed to adjust their weight vectors to match
the current input vector more closely.The nodes included in the set, which are allowed
to adjust their weights, are said to belong to the neighbourhood of the winner. The
size of the winner's neighbourhood is decreased linearly after each presentation of
the complete training set (all available data being analysed), until it includes only the
winner itself. The amount by which the nodes in the neighbourhood are allowed to
adjust their weights is also reduced linearly through the training period.
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The factor which governs the size of the weight variations is known as the learning
rate. The adjustments to each item in the weight vector are made in accordance with:

(1.13)

where a is the learning rate, 8w: the change in the weight. This is carried out for i =1

to i =n, the dimension of the data. The learning is decomposed into two phases. Dur­
ing the first one (ordering phase), a shrinks linearly from 1 to the final value 0 and
the neighbourhood radius decreases in order to initially contain the whole map and
finally only the nearest neighbours of the winner. During the second phase, tuning
takes place: a attains small values (for example 0.02) during a long period and the
neighbourhood radius keeps the value 1.

The effect of the weight updating algorithm is to distribute the neurons evenly
throughout the region of n-dimensional space populated by the training set (Kohonen
1984; Hecht-Nielsen 1990). This effect is displayed and shows the distribution of a
square network over an evenly populated two-dimensional square input space, and a
more complex input space. The neuron with the weight vector closest to a given input
pattern will win for that pattern and for any other input patterns that it is closest to.
Input patterns which allow the same node to win are then judged to be in the same
cell, and when a map of their relationships is drawn, a line encloses them. Bytraining
with networks of increasing size, a map with several levels of groups or contours can
be drawn. These contours, however, may sometimes cross, which appears to be due to
a failure of the SOM to converge to an even distribution of the neuron over the input
space (Erwin et al. 1992). Construction of these maps allows close examination of the
relationships between the items in the training set.

1.3.2
Missing Data

In ecology, a difficult problem arises from missing data. For some data items, certain
components of the data vectors are unknown. SOMaccepts the fact that data may be
missing and two approaches can be used. Firstly, data items with too many missing
components are discarded during the learning process and are then mapped on the
organizing map (Kaski and Kohonen 1996). Secondly,if only fewcomponents of a data
vector are missing, a convenient solution consists in only using available components
in Eqs. 1.12and 1.13 (Samad and Harp 1992).

1.3.3
Outliers

Due to measurement errors or to values really different from the rest, outliers are of­
ten present in ecological data. Classical methods of clustering are sensitive to the pres­
ence of outliers in the data. And generally, it is useful to detect outliers before com­
puting clusters. With SOM,the process is quite different. Each outlier takes its place in
one unit of the map, and only the weights of that neuron and its nearest neighbours
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are affected. There is no effect on the other neurons. Moreover, the observation of scat­
tered data in an area of the map should suggest the presence of an outlier.

1.3.4
Use of Different Metrics

Measuring ecological likeness often leads to the use of various similarity or distance
coefficients. For example, the presence/absence measure or the computation of genetic
data cal1s for the choice of distances other than the classical Euclidean distance. De­
scribing community structure (for plants or animals) often leads the ecologist to use
various distance measures between sample units (Ludwig and Reynolds 1988). These
problems can be solved with SOMbut it is necessary to pay attention. Not only should
the activation level of each neuron (Eq. 1.12) be computed with the appropriate dis­
tance, but also a compatible metrics have to be used in the adjustment of the weights
(Eq. 1.13) (Kohonen 1995).

1.3.5
Aspects of Use

The iris data published by Fisher (1936) have been widely used for examples in dis­
criminant and cluster analysis. Sepal length, sepal width, petal length and petal width
were measured in millimetres on 50 flower specimens from each of three species, Iris
setosa, I. virsicolor, and 1. virginica. The graphical representation of the two first peA
axes (Fig. 1.13)shows complete separation of the first class (I. setosa), and the two other
classes are very close to each other. Using discriminant analysis, we obtain 98% of good
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Fig. 1.13. Iris data projected linearly onto the two-dimensional subspace obtained with PCA.Variety:
1.setosa, _; 1.versicolor, 0; 1.virginica, '"
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classification (i.e. 3 misclassified observations, 21. virsicolor and 11. virginia speci­
mens).

This data set was used to illustrate the SOM method. A Kohonen map with
8 x 10 neurons in a hexagonal lattice is trained with the 150 observations presented
randomly and iteratively.The components of the data items were scaled to mean 0 and
variance 1. The different varieties of iris, 1.setosa, 1. versicola, 1. virginica,are not used
during the learning (unsupervised learning). 2 000 iterations are made during the
ordering phase then 40000 iterations during the tuning phase. At the end, individu­
als are set in the appropriate unit of the SOM (Fig. 1.14). SOMallows a first clustering:
individuals are present in only 61 hexagons. It is worth noting that only two hexagons
contain irises of different species and 1. setosaare present in the left lower part of the
map, 1. versicolor in the middle part and 1. virginica in the right lower part.

Then, it is necessary to represent the relative distances between their neighbouring
units. A scale of shades of grey is used (Iivarinen et al. 1994). Light shades indicate small
distances and dark shades, large distances between two neighbouring hexagons. In that
way, a "cluster landscape" is formed and clusters can be seen better (Fig. 1.15). Three
plains appear (light areas) separated by hills or mountains (dark areas): 1.setosaindi­
viduals residing mainly in the left lower plain, 1.versicolor in the right upper plain and
some 1. virginica in a little plain area in the middle of the right side. The mountainous
area from the upper left to the lower right part of the map mainly groups 1. versicolor
and 1. virginica.

Another interesting representation with SOM is the distribution of each variable
on the map (Fig. 1.16). SOMis coloured for each component of weight vectors, namely

Fig. 1.14. Iris data mapped on the organizing map. Variety: 1. setosa, -; I. versicolor, 0; 1.virginica, •
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Fig. 1.15. Self-organizing map
for iris data with shades of grey
indicat ing the degree of cluster­
ing

a

c

b

d

Fig. 1.16. Represe nta tion of the compo nents of the weigh t vectors fo r each neuron; a sepal leng th;
b sepal width; c petal leng th; d petal widt h. In each map, white colour indicates the smallest value and
black colour the largest ones
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sepal length, sepal width, petal length, petal width. In each display, two hexagons with
similar grey level contain individuals of the same kind for this variable. For example,
with sepallength,I. setosa individuals are in bright area (small values) and I. virginica
individuals in dark area (large values). With sepal width, bright areas correspond to
I. versicola individuals and dark areas to I. setosa.Then, well known characteristics of
the different species are visualised on the map which can be useful for interpretation.

1.4
Conclusion

In this introductory part, we have highlighted the potential use of artificial neuronal
networks in ecology. Using known examples (iris data or Q/B ratios, in annexe) we
showed that one can obtain better results with the ANN. During the last two decades
of the current century, the growing development of computer-aided analysis, which is
easily accessible to all researchers, has facilitated the use of ANNs in ecological mod­
elling. To apply an ANN program, ecologists can obtain freeware or shareware from
various web sites in the world. Users interested can find these programs by filling in
"neuronal network" as a keyword in the search procedure of the web explorer. Thus,
they can obtain many computer ANN programs functioning with all operating sys­
tems (Windows, Apple, Unix stations, etc.). Moreover, increasingly specialized ANN
packages are proposed at acceptable prices for personal computers and most profes­
sional statistical software now includes proposes ANN procedures (e.g. SAS,S-Plus,
Matlab, etc.). The development of computers and ANN software must allow ecologists
to apply ANN methods more easily to resolve the complexity of relationships between
variables in ecological data. In the following chapters, readers will find papers which
illustrate the ecological application of ANNs in several fields, ranging from terrestrial
to aquatic ecosystems, remote sensing and evolutionary ecology.
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Appendix

TableA1.1. 108 records of Q/B ratio data (for variable symbols, see text)

W T A d p H P 0 Q/B

63 20 2.32 0.334 0.271 0 0 0 8.23

362 25 1.41 0.35 0.267 0 0 0 8.1

1216 18 1.89 0.326 0.263 0 0 31.4

28 15 1.31 0.161 0.486 0 0 0 9.13

7500 13 2.4 0.261 0.34 0 0 0 6.49

10541 13 2.4 0.261 0.34 0 0 0 4.08

100 10 2.06 0.25 0.324 0 0 7.41

230 15.5 2.21 0.217 0.417 0 0 0 8.63

605 9 2.21 0.217 0.417 0 0 0 5.22

1824 16 2.21 0.217 0.417 0 0 0 23.9

1206 16 2.21 0.217 0.417 0 0 0 25.1

13312 15 1.5 0.182 0.429 0 0 0 2.03

10925 15 1.5 0.182 0.429 0 0 0 6.43

6049 7 1.5 0.182 0.429 0 0 0 2.95

8810 7 1.5 0.182 0.429 0 0 0 1.61

3288 7 1.5 0.182 0.429 0 0 0 0.581

2 25 1.03 0.216 0.409 0 0 0 33.9

25 0.78 0.183 0.425 0 0 0 24.3

2 25 0.75 0.211 0.524 0 0 0 12.1

8 25 1.02 0.238 0.326 0 0 0 37.6

10 25 0.83 0.188 0.444 0 0 0 16.2

11 25 0.81 0.235 0.354 0 0 0 12

13 25 0.238 0.28 0 0 0 26.9

4 25 0.93 0.187 0.4 0 0 0 19.9

250 25.8 2.52 0.232 0.437 0 0 0 5.93

32 15.4 2.13 0.443 0.3 0 0 0 2.5

32000 24.5 2.37 0.489 0.231 0 0 1.61

615 31.7 1.94 0.378 0.364 0 0 4.24

808 30.8 1.51 0.221 0.524 0 0 5.58

883 308 1.98 0.289 0.436 0 0 6.26

60 14 1.41 0.273 0.39 0 0 0 15.9

316 9 1.49 0.303 0.357 0 0 13.6

766 14 1.49 0.303 0.357 0 0 2.68

1769 12.4 1.49 0.303 0.357 0 0 14.5

710 12.4 1.34 0.256 0.456 0 0 0 12.7

6650 25.5 1.44 0.247 0.352 0 0 0 22.1

21887 25 1.26 0.161 0.353 0 0 0 1.32
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TableA1.1. Continued

W T A d P H P 0 Q/B

6074 22.5 1.26 0.161 0.353 0 0 0 1.73

1688 22.5 1.01 0.178 0.595 0 0 0 1.33

12356 10 0.77 0.181 0.25 0 0 0 2.59

15714 12 0.77 0.181 0.25 0 0 0 2.26

2 10 1.69 0.3 0.166 0 0 0 3.85

3776 13 1.78 0.361 0.331 0 0 0 1.1

16595 25 1.09 0.365 0.357 0 0 0 4.26

1006 26 2.4 0.214 0.306 0 0 0 4.31

3067 15 1.76 0.25 0.4 0 0 0 10.2

3067 15 1.76 0.25 0.4 0 0 1.52

47000 19 0.69 0.275 0.395 0 0 0 4.02

12338 28 1.54 0.314 0.308 0 0 0 4.02

1880 28 1.07 0.312 0.302 0 0 0 2.77

17940 28 0.92 0.516 0.341 0 0 0 2.34

702 27 1.49 0.307 0.333 0 0 0 15.4

2296 27 1.69 0.307 0.388 0 0 0 6.22

3290 27 1.69 0.304 0.388 0 0 0 10.1

380 10 1.64 0.285 0.368 0 0 0 2.79

173 9 1.94 0.285 0.274 0 0 0 5.99

897 15.4 1.94 0.285 0.274 0 0 0 6.25

154 9 1.94 0.285 0.274 0 0 0 4.57

336 16.5 1.94 0.285 0.274 0 0 0 5.06

3036 27 2.21 0.292 0.123 0 0 0 10.6

147000 25 1.21 0.206 0.185 0 0 0 8.47

13000 20 1.28 0.412 0.309 0 0 0 5.26

3229 27 1.68 0.387 0.338 0 0 0 6.64

7400 24 1.19 0.369 0.292 0 0 0 2.34

9617 24 1.97 0.415 0.232 0 0 0 4.67

4000 16 1.97 0.415 0.232 0 0 0 1.61

3555 15 1.97 0.415 0.232 0 0 0 4.74

1093 27 0.91 0.267 0.267 0 0 0 13.9

16 30 0.76 0.361 0.331 0 0 17.5

153 20.5 1.32 0.381 0.367 0 0 29.6

479 25 1.2 0.454 0.367 0 1 0 7.5

1144 22.5 1.17 0.413 0.4 0 0 1 2.7

242 27 1.17 0.413 0.4 0 1 0 30.3

348 27 1.17 0.413 0.4 0 1 0 31.6
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TableAl.l. Continued

W T A d p H P D Q/B

1193 27 1.17 00413 004 0 0 2.24

996 27 1.17 00413 004 0 0 1 75.5

271 26 1.28 00457 0.337 0 1 0 28

2495 26 1.28 00457 0.337 0 1 0 3.56

95 26.5 1.28 00457 0.337 0 1 0 65.1

5700 28.5 1.28 00457 0.337 0 0 3.3

361 28.5 1.28 00457 0.337 0 0 24.8

2036 24.5 1.28 00457 0.337 1 0 0 49.9

1517 30 1.28 00457 0.337 0 0 12.8

2056 28.5 1.28 00457 0.337 0 1 0 2.21

545 28.5 1.28 00457 0.337 0 0 15.6

5700 20.5 1.28 00457 0.337 0 0 17.2

431 26 1.28 00457 0.337 0 0 61.8

95 27 1.28 00457 0.337 0 0 42.8

101 32 1.28 00457 0.337 0 0 15.3

145 32 1.28 00457 0.337 0 0 2804

145 27 1.28 00457 0.337 0 0 54

2495 27 1.28 00457 0.337 0 0 4.81

2495 32 1.28 00457 0.337 0 0 4.15

1396 25.8 1.56 00489 0041 0 0 15.7

215 27 1.21 00451 0.366 0 0 35.1

360 26 1048 00479 0.35 0 0 9.28

1265 26 1048 00479 0.35 0 1 0 4046

429 27.5 1.65 00458 0.344 0 0 1 113

5877 15 2.55 0.232 00417 0 0 1 4.74

787 23 2.55 0.232 00417 0 0 12.3

215 27 2.81 0.392 0.157 1 0 0 61.7

234 27 1.92 0.353 0.171 0 0 42

81920 24 5.8 0.26 0.088 0 0 0 11.6

622000 15 6.7 0.296 0.13 0 0 0 3.94

756 12 0.66 0.448 0.233 0 0 0 3.69

149 12.1 0.66 00448 0.233 0 0 0 7.04

910 12 1.01 0.511 0.183 0 0 0 3043

3430 12 1.01 0.511 0.183 0 0 0 2.12
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